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Abstract

Computer network security is becoming most esselngieause of tremendous growth
of Internet. Interconnected world causes more dppdres for attacker to attack
remote computer. Hence, pervasive issue is to makguter network secure. The
security of a computer system is in threat becafiseany reasons .One of the crucial
reason is intrusion attack. An intrusion attacksemuthreat to privacy, reliability and
availability of resources. Intrusion Detection pees discovers or detects the presence
of intrusion attacks. It refers to all processesduis discovering unauthorized uses of

network or computer devices.

Generally, an intrusion would cause unauthorizegel ofsresources and challenges
network security management. Therefore, effectieéwork security management

plays most important role in this interconnectedldidNetwork security management
involves various activities like maintaining autizedd access, maintaining integrity
and reliability of operations. An effective netwosecurity management requires
identifying threats and then choosing the mostcgiffe set of tools to combat them. It
comprises various tools like firewall, antivirusntrusion detection system.

Specifically Intrusion Detection System is softwakesigned to detected unusual or
abnormal activity. Intrusion detection systems la@ased on network traffic analysis
and their goal is to detect attack in preferabgt tene.

This study is related to network issues with sdaeference to IT industrial units in
Pune. Being IT hub, many IT companies are situate®@une region. Computer
network security is one of most essential needhesé companies. Pune cities IT
companies are challenged to extend security toepro& variety of potential
vulnerabilities, including Internet connections,noaunication channels between
remote and corporate offices and links between tddusbusiness partners.
Unfortunately, the preventive measures employedetmure corporate resources and
internal traffic don't provide the breadth or depth analysis needed to identify

attempted attacks or uncover potential threatssadioe organization.



Hence, this research specifically deals with compoetwork security by identifying
network security issues in Pune IT industrial uaitsl developing a new method for

intrusion detection. Network security issues aentdied by survey method.

This research is experimental research. Variougraxents are performed using data
mining techniques to find best method suitableifidrusion detection purpose. This
research investigates data mining techniques .Rvankeis developed using data
mining techniques. This framework is intended tdveonetwork security issue

effectively.
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Chapter 1- Introduction

Chapter 1

Introduction

1.1. Introduction

Computer network security is becoming mandatorycfamputer networks. Without
adequate security use of computer network is riskgst of the Business and user are
reliant on computer network therefore; one canaké tchance to compromise with
security. Computer network is continuously evolvi@pmputer security threats are
increasing with pertinent facilities use of computetwork.

Though multiple security tools and mechanisms aedl@ble but still there is need to

find out methods for better performance. Thesestaold mechanisms are antivirus,
firewall, intrusion detection system, security pglietc. intrusion detection systems
(IDS) plays significant role in computer networkcgaty whereas with increasing

opportunities to attacker; IDS need to have rediaid better performance.

1.2. Network security

81 [ 119 refers to any activities designed to protect netwo

Network security
Specifically, these activities provides safe anduse network. Network security
ensures reliable, usable and well integrated nétwsage. Effective network security
targets a variety of threats and stops them frotergry or spreading on network.
Computer network security is simply a process dioacimplemented to detect as
well as prevent unauthorized usage of your complites a technique in the form of
some kind of software; computer network securityegaards the networking
infrastructure from illegitimate access, modificatj malfunction, misuse, destruction,

or unacceptable disclosure. It ensures protectgdtoement and provides allowable
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significant functions. Network Security is a vemportant part of corporate world
today, even though it seems that vulnerabilitiesraot high, but serious damage can

be caused from a remote point in a network.

Network security involves many activities like m@iming authorized access, that
organizations, integrity and continuity of operaso An effective network security
strategy requires identifying threats and then shapthe most effective set of tools

to combat them.

Network securityM] is handled by a network administrator or systemiadstrator.

Every organization have their own security polity;, proper implementati0|L14] of
security policy, software and hardware are needgetwork security protects
specified resources in any organization. Therarary different types of devices and

mechanisms within the security environment to pe\a layered approach of defense
so that if an attackét® is able to sidestep one layer, nest layer stamdisel way to

protect the network.

Network security if applied in multiple layers; ef6 completely secure network.
There is no single solution to security; there egch of multiple layers of security to
protect system from a variety of threats. If oneusiy layer fails, others will secure
it. Hardware and software both are used for Netvgasurity. The software must be
constantly updated and managed to protect from gingethreats. Network security
involves various mechanisms and tools like firesjalintivirus, intrusion detection

system etc. usually a combination of tools givéaliible security solutions.

In order to strengthen the security, one cannot ogl any single tool. Hence, a

firewall must be complemented by Intrusion Detettystem.

Network security (18]

refers to any activities designed to protect nekwo
Specifically, these activities provides safe anduse network. Network security
ensures reliable, usable and well integrated nétweage. Effective network security

targets a variety of threats and stops them frotergry or spreading on network.

1.2.1. History of Network Security
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Since the initiation of networked computers, s&ydﬁ has been the most important
factor to consider. The birth of the internet wk#ace in 1969 when ARPANet
(Advanced Research Projects Agency Network) is cmsioned by the department
of defense (DOD) for research in networking.

In the 1960s, the term “hacker” is coined by a dewgd Massachusetts Institute of
Technology (MIT) students. During the 1970s, thén&e protocol was developed.
This opened the door for public use of data netwdhlat were originally restricted to

government contractors and academic researchers.

In the late 80s government, universities and nnjlitsonnections increased with this
network started to grow and security need wabzesh In 1988 first worm come
into sight on the ARPANET. A worm named “Morris W@’ was developed by a
student. This worm could take advantage of the lafkntrusion prevention
system and use vulnerabilities to copy itself.pited by copying itself to connected
computers and sending itself to a new location. §&iereplicating Morris Worm did
much to expose the vulnerabilities of networked potars - using SO many resources
that infected computers were rendered inoperable,spreading quickly throughout
the network. This made leaders in the network ke taetwork threat seriously and

subsequently development of countermeasures aguatvsbrk threats started.

Before the 90s, networks were relatively uncommod the general public was not
made-up of heavy internet users. During these tirsesurity was not as critical -
however, with more and more sensitive informati@ing placed on networks, it
would grow in importance. The network threat ars fivas limited because network
was small and network users were known to eachr.othen Internet became

publics in nineties, the security apprehensiongased enormously.

After 90s, there was tremendous growth in compoetwork. With this growth of
network users in number and verity, security tlgeds$o increased. Public networks
are being relied upon to deliver financial, perdoaad all type of information.

Therefore, computer network security is highly etisé
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Network security evolved a lot from its beginnii@ue to, the evolution of computer
networks and network applications there is a needuwolve computer network

security continuously.
1.2.2. Network security components
Network security has many major componé@s which often includes:
« Anti-virus and anti-spyware,
« Firewall,
+ Intrusion detection systems (IDS),

Figure 1.1 shows components of computer security.

Computer
Security
I ]
Intrusion
Anivirus Firewall detetion
System

Figure 1.1 Network Security Components

* Antivirus

(3] [19]

Anti-virus prevents and eliminate viruses. A virus progransanses computer

from harmful software and damage. Antivirus sofevir protects the computer

from infected files.

Antivirus detects the infectiond” in the system and repairs it, depending on the

updated version. They will capture Infected of &iler email. Usual types of

4
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infections are Trojan, Virus and Malware. Havingti-arus on computer is a
necessity to evade malware or other virus attaClgber attacks have become more
complex and destructive with growth of network amdormation technology,
therefore anti-virus now is not adequate. Theiran&jinction is to react only when

the malware has already infiltrated the system.

e Firewall

[12]

A firewall is a device installed between the internal andreatenetwork of an

organization. It is intended to forward some paskaetd filter others. For example, a
firewall may filter all incoming packets destineat 2 specific host or a specific server
such as HTTP or it can be used to deny accessspeafic host or a service in the

organization.

A firewall is stalled away from the rest of the wetk so that no incoming requests
get directly to the private network resource. Fa#wgives security to protected
computers if installed and configured properlyfilters network traffic based on

following two methodologies:

» A firewall permits any traffic except what is spi#sil as restricted. It relies on

the type of firewall used, the source, the destinaaddresses, and the ports.

* A firewall refuses any traffic based on networkdgyit refuses traffic which

does not meet the specific criteria.
Advantages of firewall
» Firewalls can be configured as per organizatioatzisty policy.

» Firewalls can be configured to bar incoming trafioc POP and SNMP and to

allow email access.
» Firewalls can secure from spam by blocking emaitises.
» Firewalls can be used to confine access to spesgfizices.

» Firewall verifies the incoming and outgoing traffigainst firewall rules.
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* Firewall acts as a router in moving data betwedwaors.

» Firewalls are excellent inspector. It inspectgralffic that passes through it.
Disadvantage of firewall

» Afirewall is not able to detect sensitive informoatthrough social networking.

» Firewall only restricts defined traffic, but theatiic which is allowed through

firewall if have any flaw, is not restricted.

» Firewalls efficiency completely depends on the swehich it is configured to

enforce.
» Firewalls are not able stop attacks; if the traffoes not pass through them.
» Firewalls also can’t secure Trojan attacks.
» Firewall fails against Tunnelling attempts.

» Firewalls are sometimes also not effective agamettvork attacks. It cannot

protect you from internal harm.

Security tool Firewalls act as a barrier betweerpamte (internal) networks and the
outside world (Internet), and filter incoming tiaffaccording to a security policy.
Thus, a firewall provides a good amount of secuest sufficient protection due to
the following facts:

» Access to the Internet occurs is not always thrabgtfirewall.
* Itis not compulsory that threat originates onlysade the firewall.
» Firewalls are subject to attack themselves.

Firewalls are not completely fail-safe. A firewgknerally makes pass-deny decision
on the basis of allowable network addresses. igégit firewalls may analyze the
contents of packets of certain protocols but they ranly identify the irregularity

related to that protocol.
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A common attack strategy is to utilize tunneling bgpass firewall protections.
Tunneling is the practice of encapsulating a messagne protocol (that might be
blocked by firewall filters) inside a second messaghus, the inside message gets

through as the firewall considers outer, encapsgahessage harmless.

Consider an example of a bank security. Bank casdoeired by allowing limited
access control and by keeping fences in the wdmd, the biggest threat is the
customers that are entering bank. So it is adwsadlemploy metal detectors to
detect whether they are hididing any thing which cause harm to security. In this
example fences are like firewall, customers arevagt packet and metal detector are
like intrusion detection system .

Firewalls are really good access control pointd, they aren't really good for or

designed to detect intrusions.

So there is strong need of another security comno[ﬁ]ealong with antivirus and

firewalls. Intrusion Detection Systems are thev@dul systems when used along

with antivirus and firewall gives a complete setumechanism.

Intrusion detection and prevention system

Intrusion preventiorL|7] sis a preemptive approach to network security tsedentify
potential threats and respond to them swiftly. I(8rusion Detection Syster¥
systems only detect an intrusion and alert to thmimistrator whereas IPS (intrusion
prevention system) prevents system from intrusittack. IPS slows down the
network because of additional associated activitiesefore usually avoided. IDS
offers solution without affecting speed of netwadcess.

According to Lappaézz] Intrusion detection in general, do not includevprdion of
intrusions. Like an intrusion detection system (JD&n intrusion prevention system
(IPS) monitors network traffic. Intrusion prevemtiprocess usually take more time
than IDS . Hence, usually IDS is preferred oves.IP
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1.2.3. Intrusion attack and itstypes

An intrusion attack” is realization of threat, the harmful action aigto target and

exploit the system vulnerability. Computer attackay involve unauthorized access,
destroying data; threaten the security computerdegrading its performance.
Computer and network attacks have evolved greatéy the last few decades. The

attacks are increasing in number and also improwinfgeir strength and erudition.
» Attack motivation and objectives

Attack motivation can be understood by identifyimgat the attackers do. The main
motivation of an attacker is to access to a sysiewhata; the main motivation of the
criminal is to get financial benefit. Other motiwat factors are social, political gain.
Mischievous human tendency is also motivate attathke potential threat of cyber
terrorism becoming inevitable due to the criticafrastructures that is potentially

vulnerable[15] [16]

. It is easy to attack due to growth of network.
A) Typesof intrusion attack

Intrusion attack™® ¥ can be categorized into four major types DoS, €rob

U2R, R2L.figure 1.2 shows types of attacks.

4 D
DoS Probe
i INTRUSION ]
ATTACKS J
U2R R2L
\_ J
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Figure 1.2 Types of intrusion attack

 DoS attack

[19]

In a denial of service'™ attack, an attacker makes a resource on a neteatrkr

unavailable to justifiable users. DoS attacks msy&tem processes very busy and
occupied with unwanted, unidentified processes. dttacks on the resource like
network bandwidth, computer memory or computing @owhere are many different
types of DoS attacks. For example attack can deogss to a machine on, a network.
The DoS attack€™ ?® are meant to force the target to stop the sejichét is (are)
provided by flooding it with probes illegitimategeests.

* Probeattack

Probe attack¥® are often the first step of all other attacks.berattacks are used to
collect information about the targeted computemoet or a definite machine on

computer network. Network probes are most imporfantattacker because through
this only they find vulnerabilities present on tasget machine or network. That is the
reason why it is critical to detect this type ofaaks. Mostly all administrator uses
probe to check machines on a network, so it isiadiff to detect which one is

legitimate user and which one is attacker. Se dlso difficult to distinguish attacks

from regular actions.

The probe attacks are meant to obtain informatiooutithe target network from a
source that is usually external to the targetetivor. Probing is an attack in which
the hacker scans a machine or a networking demioeder to determine weaknesses

or vulnerabilities that may later be exploited sd@compromise the system.
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« UZR

The U2R!™ attacks are difficult to arrest because it invdive semantic details that
are very difficult to capture at an early stagéidily attacker starts off on the system
with a normal user account and then tries to geésuser privileges rules by abusing

vulnerabilities.

In a User to Root attack, an attacker starts am®ess a computer as a normal user
with restricted rights and by exploiting some vuhiglity on the software installed on
the system, the user can raise his privilege. Timpgse of this class of attack is
obviously to obtain administrator rights on theaekied computer in order to have full
control of it. There are several different typesUfR attacks. Buffer overflow is
undoubtedly the major vulnerability used by hackengn trying to obtain privileged

rights on a computer.
« R2L

Most challenging attacks are R2L attatkh they are very difficult to detect because
they involve the network level and the host lewltlires. A remote to user attack is
an attack in which a user sends packets to a madvier the internet, which attacker
does not have access to in order to expose theimesctiulnerabilities and exploit
privileges which a local user would have on the poter.

In a Remote to Local attack, the attacker stadmfa session on a computer outside
of the targeted network and exploits vulnerability order to gain access to a
computer on the local network. A precondition thmtst be fulfilled is the ability for
the attacker to send network packets to the vidimst. Usually, but not always,
Remote to Local attacks are combined with U2R ktgermitting the attacker to get
full access of a remote machine which is part ofteer network than the network of

the attacker.
B) Detailsof somecommon attacks

« Back:

10
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This attack is initiated against an apache Webesewhich is flooded with requests
containing a large number of front-slash (/) elesgrs in the URL description. As the
server tries to process all these requests, itrbesainable to process other genuine

requests and hence, it denies service to its clesgm
*  Smurf Attack:

In a ‘smurf’ attack is a type of DoS attack, instrattack many ICMP echo-reply
packets are bombarded on attacked machine. Ttaiskathrow many ICMP echo-
request packets to the broadcast address of méamgtsuEvery machine that belongs
to any of these subnets responds by sending ICklb:eeply’ packets to the victim.
These packets contain the victim's address asotlvees IP address. Smurf attacks are
very hazardous, because they are strongly distrabattacks.

» Teardrop:

Many times a packet is broken into smaller fragrmevttile travelling from the source
machine to the destination machine. A Teardropclattereates a stream of IP
fragments with their offset field overloaded. Thestination host that tries to

reassemble these malformed fragments eventuakihesaor reboots.
 Land:

The Land a very common DoS (Denial of Service)cati@orks by sending a spoofed
packet with the SYN flag - used in a ‘handshakdween a client and a host - set
from a host to any port that is open and listenihthe packet is programmed to have
the same destination and source IP address, whisnsént to a machine, via IP
spoofing, the transmission can fool the machine thinking it is sending itself a
message, which, depending on the operating systéherash the machine.

* Neptune (SYN Flood):

Neptune (SYN Flood) is a attack to which every TIePimplementation is
vulnerable. Each half-open TCP connection made tnaahine causes the 'tcpd'
server to add a record to the data structure ttomess information describing all

pending connections. The data structure which &gl der this work is of finite size,
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and it can be made to overflow by intentionallyatieg too many partially-open
connections. The half-open connections data streiada the victim server system
will eventually fill and the system will be unabte accept any new incoming

connections until the table is emptied out.
. Ping of Death(POD):

In Ping of Death attacks is the DoS attack in whatlacker creates a packet of size
more than IP protocol limit (more than 65,536 Byt his packet can cause different

kinds of damage like rebooting and crashing ofrttaehine that receives it.
* Portsweep

A port sweep attack scans multiple hosts for one p@r example port 80 is usually
scanned for all the addresses in a 24 bit addneases To portsweep is for one
listening port scanning multiple host. It searcli@sa specific service, like SQL-

based computer worm may portsweep looking for hegtening on TCP port.
NMAP

Nmap is the a type of port scanner. Nmap has & lesgof parameters and perform

following :

= Host discovery — ldentifying hosts on a networkr Erample, listing

the hosts that respond to pings or have a partipald open.
= Port scanning — Enumerating the open ports on ttéiass.

= Version detection — Interrogating network servioesremote devices

to determine application name and version number.

= OS detection — Determining the operating system haatdware

characteristics of network devices.

= Scriptable interaction with the target — using Nn@gipting Engine

(NSE) and Lua programmeming language.
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= Nmap can provide further information on targetgluding reverse
DNS names, device types, and MAC addresses.

« SATAN

SATAN (Security Administrator Tool for Analyzing Meorks) remotely probes
systems through the network. Satan stores itsrfgalin a database. SATAN is a
publicly available tool that probes a network facarity vulnerabilities and mis-
configurations. It is created to be used by adrtriaiisrs but often used by attackers to
search for vulnerabilities on a network. Informatiprovided by SATAN could be

useful to an attacker in performing an attack.

Internet community uses a shareware version of ATéxtensively. SATAN

collects data from the named hosts, that it discowhile probing a primary host. A
primary target can be a host name, a host addressnetwork number. SATAN can
generate reports of hosts by type, service, vubisaand by trust relationship. it

also gives details of vulnerabilities and way tadla and remove them.
* phf Attack

A script named ‘phf’ can be. The legitimate usetlué phf script is to update the
people directory, which is installed by defaulttive cgi-bin directory. It is used to
perform an attack on the web server many times stngt’'s behaviour changes if
used with the ‘Oa’ character in the URL when cajlthe script. To perform an attack,
the attacker appends ‘Oa’ to the URL along with sather UNIX command.

+  Buffer overflows

There were four buffer overflow attacks on ejeafofmat, ffbconfig , and ps
programmes. The attacks on the first three progresnexploited a buffer overflow
condition to execute a shell with root privilegd$e specification used to monitor
setuid to root programmes could easily detect tltegtscks by detecting oversized
arguments and the execution of a shell. The pskattas significantly more complex

than the other three buffer overflow attacks. Foe thing, it used a buffer overflow
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in the static area, rather than the more commock dbaffer overflow. Thus, it is
difficult to detect. Second, instead of shell peogrit used a chmod system call to
effect damage. chmod operation is itself unusuad, idis not permitted by generic

specification (except on certain files).
*  Ftp-write attack

The ftp-write attack is a R2L (remote to local) ua#dack that takes advantage of a
common anonymous ftp misconfiguration. The ftp civey and its subdirectories
should not be owned by the ftp account or be insdmae group as the ftp account. If
any of these directories are owned by ftp or arthénsame group as the ftp account
and are not write protected, an intruder will béeab add files and eventually gain
local access to the system. This attack is eaaytack due to the site-specific policy
that no file could be written in ftp directory.

e Warez attacks

There are two types of warez attacks ; warezmastdrwarezclient . warezmaster
attack logs into an unidentified FTP site and @gsa file or a hidden directory. In
warezclient attack, the file previously down loadedthe warezmaster is uploaded.
This attack could be easily captured by the spmatifhns which encoded the site-

specific policy of disallowing any writes to the FTirectory.

1.2.4. Intrusion detection system

Intrusion detectiort™” is viable and practical approach for providing ifedent

notion to security of computer and network systems

Intrusion detection systems (IDSs) are monitoriggfem that have been added to the
wall of security in order to prevent malicious &t on a system .Intrusion Detection
is the inexorable active efforts in discoveringdatecting the presence of intrusion
attack. In the field of computer network securgignificance of Intrusion detection
system (IDS) is well established. Intrusion detattis a new, recent approach for

providing a sense of security in existing compugerd data networks.
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Intrusion Detection Systems (ID§)1] 3 are the second layer of defense. It
detects the presence of attacks within traffic flaats in through the holes punched
into the firewall. Intrusion detection is the preseof which supervises the events

occurring in a computer system or network to arabyem for signs of intrusion.

To understand the difference between firewalls [&%} firewall only restrict defined
traffic whereas IDS monitors that traffic whichiahrough firewall. So IDS is next

layer of security.
> Why we need IDS ?

To answer this question, we need to understandimthyders can get into the system.

There are various reasons of which the prominees ane:

» Software bugs — they can be buffer overflows, ueetgd combinations,
unhandled inputs, race conditions etc. Software Hags because

programmers cannot track down and eliminate al§ibbs holes.

» Password Cracking — hackers have over the timelalge@ numerous ways to
break into systems by knowing passwords that weakyrweak, or by making
dictionary & brute force attacks.

* Design flaws — many systems that were developdg e@re never designed
to handle the wide scale intrusion that is theayo These include TCP/IP

protocol flaws, operating system flaws etc.

» Sniffing unsecured traffic — traffic on the Intetrie not encrypted. Hackers
can use programmers that can get sensitive infamétom packets over the

network. These include the packet sniffers, paahsers etc.

A firewall cannot always handle attacks directecexploit these flaws. Hence, we

require IDS which can logically complement theiied!.

> Paradigmsin intrusion detection
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Intrusion detection system can be categorized isugs@ detection and anomaly

detectior®¥
A) Misuse detection model

Signatureézo] are patterns corresponding to known attacks ousess of systems.
They may be simple (character string matching llogkfor a single term or
command) or complex (security state transition temitas a formal mathematical
expression). In general, a signature can be coadesiith a process (the execution of
a particular command) or an outcome (the acquisitd a root shell.) Signature
analysis is pattern matching of system settingsused activities against a database of
known attacks. The database of known attacks (pafie of attack signatures) is

analogous to the virus definitions file of a visanner.

Most commercial intrusion detection products perfagignature analysis against a
vendor-supplied database of known attacks. Addaligignatures specified by the
customer can also be added as part of the intrudébdection system configuration
process. These databases are periodically upd@ed. advantage of signature
analysis is that it allows sensors to collect aargghtly targeted set of system data,

thereby reducing system overhead.

The strength of signature analysis depends uponuhbty, comprehensiveness, and
timeliness of the attack signature in the IDSarsk engine. Poorly defined signature
can cause false positives [23] means normal paskdentified as attack or attack is
shown normal packet. Pattern matching tools arelkxt at detecting known attacks,

but perform poorly when confronted with a freshaasts or a modified old one.

B) Anomaly detection model

Statistical analysiézo] finds deviations from normal patterns of behaviditatistical

profiles are created for system objects (e.g.,s)daes, directories, devices, etc.) by
measuring various attributes of normal use (ewnber of accesses, number of times
an operation fails, time of day, etc.). Mean fragties and measures of variability are

calculated for each type of normal usage. Possitileisions are signalled when

16



Chapter 1- Introduction

observed values fall outside the normal range.example, statistical analysis might
signal an unusual event if an accountant who hagmpreviously logged into the
network outside the hours of 8 AM to 6 PM was toess the system at 2 AM.

Anomaly Detection in IDS includes:

« Threshold detection detecting abnormal activity tbe server or network, for
example abnormal consumption of the CPU for oneeseor abnormal saturation

of the network .
« Statistical measures, learned from historical value
+ Rule-based measures, with expert systems
« Neural Networks or Genetic algorithms

In principle, an Anomaly Detection IDS ‘learns’ viheonstitutes ‘normal’ network
traffic, developing sets of models that are updateer time. These models are then
applied against new traffic, and traffic that doesmatch the model of ‘normal’ is
flagged as suspicious. Anomaly Detection 1587 s very promising, but they

require proper training. If not trained properlynty give false alarms.
Advantages:

The system may detect unknown attacks also wgh htcuracy. Statistical methods
may allow one to detect more complex attacks, sisctinose that occur over extended

periods.
Disadvantages:

Anomaly detection system if not trained properlgncaccept an attack activity as
normal by gradually changing behavior over timehe Possibility of false alarms is
much greater in such type of detectors. Statistiedéctors do not deal well with

changes in user activities.

It is also difficult of define rules. Each protocbéing analyzed must be defined,

implemented and tested for accuracy. The rule dpweént process is also complex.
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Moreover, detailed knowledge of normal network htar must be constructed and
transferred into the engine memory for detectiorotour correctly. On the other
hand, once a protocol has been built and a behadeifined, the engine can scale
more quickly and easily than the signature-basedeioecause a new signature does

not have to be created for every attack and pateveriant.

Hence, IDS is broadly categorized into misuse dietecand anomaly detection.

Generally anomaly based IDS perform better thamseisletection.
1.3. Need and significance of study

In this era of IT (Information Technology), IT insluies are growing extensively.

Tremendous growth network facilities and serviceskenwork easy but raise issue of
computer network security. One of the greatestatisréo computer network security
is intrusion based security attack.

Intrusion based security attacks causes serious t@aicomputer network, therefore
significance of intrusion detection system is wydatcepted. Intrusion detection field
is evolving continuously as attack methods anduarite is increasing continuously.
Therefore there is a need to empower intrusionctiete systems to strengthen
computer network security. In general, as the amgdional network grows to

accommodate changing needs, more robust technetdgions are required.

Therefore researcher is identifying the domainsahputer network security and
their implementation by the IT industrial unitsder to find out effectual methods for
detection of security threats.

To address computer network security needs, datagiresearch is providing better
results. But there is need to explore this fieldy&d better technical solutions. This
research explores applicability and usability ofadanining techniques to computer
network security. Various data mining techniquesdhé& be investigated for this.
This research is intended to get security solubigrperforming experiments by data

mining techniques.
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1.4. Organization of thethesis

This thesis is structured into seven chapters.
Chapter 1:

In the first chapter researcher has given brigbohiction to this research work. This

further gives need and significance of study.
Chapter 2:

The second chapter discusses about review of tlirera Researcher reviewed
different related literatures in order to have dethunderstanding on the present
research. Along with study of literature popularSIPproducts and their features are

compared based on the available literature andrdentation.
Chapter 3:

The third chapter discusses Research Methodology.
Chapter 4:

The forth chapter analyses and interprets the dall@cted through survey. This
chapter also deals with testing of hypothesis.

Chapter 5:

This chapter provides a comprehensive discussiontabhe experimentation part of
this thesis. This chapter discusses the resulexpériments and finally provides a
data mining framework for intrusion detection. Bped framework SIDDM

(Systematic Intrusion Detection using Data Minirgyg¢laborated.
Chapter 6:

This chapter discusses observations and findingiseotudy
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Chapter 7:

This chapter gives conclusion to this research wéiatures and advantages of
proposed model are presented. This chapter givesview, to complete research

works , gives suggestion and finally discuss sdopéuture work.
Appendix

This contents the Questionnaire for survey in Anmexl. Result of data mining
experimentation Decision tree rule are given in &ure 2. List Publication based on

research by researcher is given in Annexure 3.
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Chapter 2

Review of Literature

2.1.Introduction

One of most essential step, in any research isike & review of available
literature pertaining to the research subject. e of literature facilitates the
researcher to determine the specific subject #eaaview of literature also gives in-
depth knowledge related to the subject matter, dwelpeveal the gaps remained in the
available literature, and provides direction andlgaoce. It sometimes gives different
perspectives to look at the particular questiorelps to understand the importance,
background and the present situation related tsubgct selected for the research. It
provides background of the earlier studies in theilar subject. It also gives a
confirmation that the present study has alreadgrtakote of what others have done
and written in selected area. Therefore, it is sgagy to review all kinds of literature
related to the subject matter. A review of the wiorkhe intrusion detection domain

related to this research’s approach is presented.
2.2. Importance of Network Security
In this section some of the prominent work relatedetwork security is reviewed.

1. Bishwanath Mukharjee have published paper entitlétNetwork Intrusion
n [2]

Detection
This research paper proposes role of intrusion ctete system for secure
computer network. This is one of milestone papemaiwork security. This
elaborates intrusion attack and their attributesrtifer this paper compares

various intrusion detection systems products ontegysorganization and
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capability to detect intrusion. IDS products likeorfputer watch, discovery,
haystack , IDES ,ISOA ,MIDAS ,wisom and sense, NRONletwork anomaly

,NSM Network security monitor, DIDS distributed rimsion detection system are
reviewed . this paper is important because it gides about anomaly detection
based IDS. An algorithm to detect intrusion is pded, which is based on
weighted intrusion score. Prototype suggested eamsbd for development of IDS

software.

. Dorothy E. Denning have published paper entitled’An Intrusion-Detection
» [12]

Model
The IDS model proposed in this research work isthasn the hypothesis that
security violations can be detected by monitoringyatem's audit records for
abnormal patterns of system usage. This model seslgubject’s behavior with
respect to object behavior. Knowledge is acquirgdgirules about this behavior
.audit records are used to detect and analyze maoas behavior. The model
allows intrusions to be detected without knowingubthe flaws in the target
system that allowed the intrusion to take placel, @ithout necessarily observing

the particular action that exploits the flaw.

. Tim lane have publishedhesis entitledinformation security management in
»[57]

Australian universities: an exploratory analysis
This thesis analyzes security issues in Australiaiversities. This describes
challenges and methods of information security rgameent are discussed. it
further elaborates achievable improvements in médron security management.

This is a survey based research.

. Adeyinka, O. publishedpaper entitledInternet Attack Methods and Internet

Security Technology Modeling & Simulation” !

In this paper four major security attributes areniified, these attributes are
Confidentiality, Integrity, privacy and Availabyit This paper discusses attribute

wise attack methods and tools to maintain seculititack methods identified on
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Confidentiality are Eavesdropping, Hacking, PhighiDoS and IP Spoofing. To
maintain confidentiality tools like IDS, FirewalGryptographic, Systems, IPSec
and SSL are suggested. Integrity loss can caus¥ifdmges, Worms, Trojans,
Eavesdropping, DoS and IP Spoofing. to providegiite IDS, Firewall ,Anti-
Malware Software, IPSecand SSL. Privacy can loss Hwail bombing,
Spamming, Hacking, DoS and Cookies. To maintaimgay IDS, Firewall, Anti-
Malware Software, IPSecand SSL can be used. Do&jl Bombing, Spamming
and Systems Boot Record Infectors causes loss aflahility. To manage

availability IDS, Anti-Malware Software and Firewalre suggested.

. Roman V. Yampolskiy et al.have published paper d@&omputer Security: a
48]

Survey of Methods and Systems
In this research attack, bugs and viruses are ae@dlyAttackers are classified on
basis of type of access used to attack systemod@gecurity methods and issues
are discussed. This paper suggests that differehittiens collectively give
effective solution against different types of ak&cSecurity must be continuously
monitored using efficient tools.

. Bhavya Daya have published paper entitl€iNetwork Security: History,

Importance, and Future” [3]

The paper explains network security history in dletédis paper discusses popular
internet architecture and related security isslibs paper adequately summarizes
history of internet and computer network securi®gper shows development in
network security is categorized as per softwareetbigpment and hardware
development. According to researcher for effectigecurity management
firewalls, intrusion detection and authenticatioeamanisms must be combined
with use of IPv6. Paper discusses how modifiedmaieArchitecture and various

tools can make network security efficient.

. Chia-Mei Chen in this paper entitled“An efficient network intrusion

detection” [6]
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Chia Mei Chenproposed a Lightweight Network Intrusion Detectgystem for

detecting such attacks on Telnet traffic. It cheeazes normal traffic behavior
and computes the anomaly score of a packet basetieodeviation from the
normal behavior. Instead of processing all traffeckets, an efficient filtering
scheme proposed in the study can reduce systenloadriand only 0.3% of the
original traffic volume is examined for anomaly. adeding to the performance
comparisons with other network-based IDS, modeppsed is the efficient on

detection rate and workload reduction.

. Hulus onder have published paper entitléd security management system
» [26]

design
This paper presents the difficulties of managing fecurity for an enterprise
network. This thesis explains in detail about ett@nagement of security and
issues related to higher management. This furthespgses a Security
Management System for network security managemé&#curity management
system suggested is easy to use, flexible andldealhis security management
work has some drawbacks like it is not rule based @ not provide artificial
intelligence techniques.

. S.S. Joshihave published doctorial dissertatidA Study of Information
» [52]

Security Policies in Selected IT Companies in Pur@ity
This thesis presents survey and analysis of InfoomaSecurity Policies in IT
Companies of Pune City. According to this studyoinfation security policy is
very essential for every IT organization and mofktITo companies in Pune
effectively employed information security policiesThese policies are
implemented regularly. These policies can be caiegd into administrative
policies and Technical policies. Employees of Punempanies know
administrative policies are more than the technaa. Technical policies are
restricted to specific domain therefore not impleted by all types of the
employees. Effective management of Information sgcus critical for the
success and survival of any type of IT organizatPaper identifies the status of

information security policies in Pune city IT conmges.
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2.3.Data mining methods for intrusion detection

A literature review of existing techniques relatibg work in this thesis is
presented. In particular, this review looked answf the work done in the area of

application of data mining technology for intrusidetection.

1. Daniel Barbara et al. have published paper entitledDAM: Detecting

Intrusions by Data Mining” !

This papermresents a model ADAM (Audit Data Analysis and M) this data
mining model was proposed in 2001. ADAM uses a daation of association
rules mining and classification to discover attagksa TCP dump audit trail.
ADAM is a two stage system; the first stage is l@ mining stage that creates a
network traffic profile in the form of associatiomles based on attack free
training data. Another component of this stage, igith training data including
attacks along with the normal profile rules, getesattack rules dynamically. A
third component of this stage extracts other festdrom the training data. The
outputs of the last two components (i.e., attadksrand extracted features) are
used as a training set for the second stage -saifita based on pseudo-Bayes
estimators. The purpose of the classifier is tothier analyze the attacks
predictions before passing it onto the securityegip

2. Wenke Lee have published thesis entitleiA Data Mining Framework for

Building Intrusion Detection Models " !

Lee presented a model JAM. The main idea in JAM igenerate classifiers using
a rule learning programme on training data setsysfem usage. The output from
the classifier, a set of classification rules, sed to recognize anomalies and
detect known intrusions. The main difference betwddM and ADAM is that
JAM uses misuse detection system by learning tlaeackerization of the attacks
whereas ADAM uses an anomaly-based approach. ¥irtak authors mention
the use of a Meta-detection model that describasrhaltiple base classifiers [35]
can be combined in order to exploit combined ewgef multiple traffic

patterns.
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3. Levent Ertoz et al. have published paper entitletfhe MINDS — Minnesota

Intrusion Detection System””]

This paper presents a model called MINDS -Minnedotausion Detection

System. It is a data mining based system for detgaetwork intrusions. It uses a
suite of data mining techniques to automaticalltedeattacks against computer
networks and systems. Density based outlier detesttheme used in its anomaly
detection module. Specific contributions of MIND$e:a (i) an unsupervised

anomaly detection technique that assigns a scoeadb network connection that
reflects how anomalous the connection is, andaiijassociation pattern analysis
based module that summarizes those network coonscthat are ranked highly
anomalous by the anomaly detection module. It isetwork level anomaly

detection system that also incorporates a signaturgonent. Intrusion detection
is near real time and not instantaneous. Furthernumber of alarms generated
from each 10 minutes data is in thousands. In @agithe new signature creation

is still a manual process.

4. Fangfei Weng et al.have published paper entitlédn Intrusion Detection

System Based on the Clustering Ensemblé"”

This paperpresents an unsupervised anomaly detection systsadbon the
clustering ensemble. The system is based on thépteuluns of K-means to
accumulate evidence to avoid the false classibicatf anomalistic data; then
using single-link t o construct the hierarchicalstering tree to get the ultimate
clustering result. Paper introduces a new cluggertgorithm, the Evidence
Accumulation (EA) for intrusion detection based the concept of Clustering
Ensemble, constructing an Intrusion Detection Systbased on Evidence
Accumulation (EAIDS).

5. Herkshop S. et al. have published paper entitléd data mining approach to

host based intrusion detection?®!

This paper presents several problems inherentualdeing and deploying a real-

time data mining-based IDS. Several approachesliaceissed like unsupervised
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anomaly detection algorithms, ensembles of clasgibn models is discussed.
Further this paper shows implementation of feaextraction and construction
algorithms for labeled audit data. The architecttomsists of sensors, detectors, a
data warehouse, and a model generation componkatcdmputational costs of
features are analyzed and a multiple-model cosidbapproach is used to produce
detection models with low cost and high accuracgpd? also presents a
distributed architecture for evaluating cost-séwsimodels in real time. By using
adaptive learning algorithms ,usability is improvethis work suggests anomaly
detection work using unsupervised model. As suggestodel is unsupervised
therefore model is less dependent on labeled data.

. T. Lappas et al. have published paper entitléData Mining Techniques for

(Network) Intrusion Detection System” !

T. Lappas has presented a survey of the varioasrdating techniques that have
been proposed by many models towards the enhantemhelSs. Machine

learning techniques like inductive rule learningpport vector machine, genetic
algorithm, neural network and clustering methodsdiscussed in detail. In this
paper, statistical techniques which are applicablentrusion detection are also
discussed. Author presented a new technique bieslang for intrusion detection.

Intrusion detection taxonomy is presented on inbrusletection approaches, data

sources, structure, protected system, analysisgimnd attack behavior.

. Kamran Shafi have published paper entitlethn Online and Adaptive
Signature-based Approach for Intrusion Detection Umg Learning Classifier

Systems”2

This thesis proposes Distance Based Technique poowe UCS (supervised
classifier system) performance. This thesis intoesuSubsumption operators to
resolve overlapping and redundancies among theatsiggs. The methodology
suggested is based on supervised learning algariftina rule learning systems
developed in this thesis uses domain knowledge dmdot provide feature
selection procedures. This suggests signature atixtnamethod of adaptively

learning maximally rules.
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8. Flora S. Tsai have published paper entitlétletwork Intrusion Detection
{18]

Using Association Rules
This paper presents to detect Intrusion usingaason rules this system
generates attack rules that will detect the attanksetwork audit data using
anomaly detection. This shows how the modified ession rules algorithm is
capable of detecting network intrusions. The systam show the overall results
that display the item set versus the attack cayegoecuracy that allows the user or
administrator to filter out those unnecessary igts and concentrate on those

item sets that produce more accurate results.

9. Dewan Md. Farid et al. have published paper entitl&gittacks Classification in
{11]

Adaptive Intrusion Detection using Decision Tree
This paper presents, a new learning algorithm foonaaly based network
intrusion detection using decision tree, which atfjuhe weights of dataset based
on probabilities and split the dataset into sulaskt until all the sub-dataset
belongs to the same class. In this approach weightsvery example change

based on posterior probability are considered.

10.Ghanshyam Prasad Dube et alhave published paper entitled A Novel
Approach to Intrusion Detection System using RoughSet Theory and
Incremental SVM” 2%

This paper proposes the use of RST (Rough Set y¥haod Incremental SVM
(Support Vector Machine) for detection of intruso First, RST is used to
preprocess the data and reduce the dimensions, theXeatures were selected by
RST will be sent to SVM model to learn and testpesesively. The method is
effective to decrease the space density of dathis fhethod, overcomes the

shortages of SVM time-consuming of training and shasdataset storage.

11.Huu Hoa Nguyen et al. have published paper entitl¢dn Efficient Fuzzy

Clustering-Based Approach for Intrusion Detection” [27]
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This paper presents the idea to take useful infoomaexploited from fuzzy
clustering into account for the process of buildifs. The incorporation of
cluster features resulting from a fuzzy clusterimig the training process is used
in this paper. Experimental results based on varidata mining methods like
C4.5 decision tree, Boosting, Bagging, SVM indusgh Polynomial Kernel,
SVM inducer with Radial Basic Function Kernel arempared with CFC
algorithm. This demonstrates efficiency of suggesbethods.

12.Gunja Ambica et al., have published paper entitlédRobust Data Clustering
n [24]

Algorithms for Network Intrusion Detection
This paper presents an approach to detect intrushsed on unsupervised data
mining frame work. In this framework, intrusion detion is achieved using
clustering techniques. a method to lessen the moidee data set using improved
K-means is presented . This system use K-means, &@MImproved K-means
data mining algorithms are used to progress thdomeance of intrusion
detection. Network traffic is usually large and aaossibility of various types of
attack so methods for detection must be accuratéh®more accurate method of
finding k clustering center, and anomaly detectoadel was presented to get

better detection effect.

13.Nagaraju Devarakonda et al have published papetintrusion Detection
» [43]

System using Bayesian Network and Hidden Markov Moell
The paper presents IDS model based on BayesiamoNe and the Hidden
Markov Model (HMM) method with KDDCUP dataset. TH2S framework has
been designed with various levels of processindh sa& model learning with
training data and constructing the Bayesian Netwar# this structure has been
used as HMM state transition diagram. The prepseme&KDDCUP dataset has
been used to train and test the model. The IDS hiwdebeen trained and tested
for normal and attack type connection records sd¢plyr The results evince that
the performance of the model is of high order fassification of normal and

intrusions attacks.
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14.Shyara Taruna R. et al. have published paper entitié&nhanced Naive Bayes
» [49]

Algorithm for Intrusion Detection in Data Mining
This paper proposes a new method of Naive Bayesriétign. This presents how
effective detection rate can be obtained througiesused approach for anomaly
detection. The performance of our proposed algworiitk tested by employing
KDD99 benchmark network intrusion detection dataSéte experimental results
proved that it reduces false positives for diffeérgmpes of network. Suitability of
naive bayes for analyzing large numbers of netwlods or audit data is

demonstrated.

15.G.V. Nadiammai et al. have published paper entitlétEffective approach
»[21]

toward Intrusion Detection System using data miningechniques
This paper proposes data mining method for netwotlusion detection data
mining technique hybrid PSO is used. This papédbased on semi-supervised
model training concept. The labeled training data applied to the SVM

classifiers are used for model is generation; itiniglel is able to detect Anomaly

in network packet along with snort.

2.4.Data mining Theoretical background

Data mining[zg] Is the process of automatically scanning huge amotidata and
searching available patterns in it. Storing largeant of data is useful only when we
extract useful information from it. Data mining tkeavith large volume of data to
extract meaningful information. Data mining refets extracting or mining
knowledge from large amounts of ddtd' . In data mining, algorithms seek out
patterns and rules within the data from which sétsiles are derived. Algorithms can
automatically classify the data based on simiksit{rules and patterns) obtained

between the training and the testing data set.
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Data mining[g] is the process of discovering patterns in dathgeiautomatically or

semi-automatically. The patterns discovered musinbaningful in that they lead to
some advantage, usually financial advantages. Datang combines concepts,
algorithms and tools. It has derived concept froachine learning and statistics for
the analysis of very large datasets. Data mining geights, understanding of data
and provides actionable knowledge. Data mining ioiexs capability to predict the
outcome of a future observation. Other than predjcfuture observation, data

mining is also useful for summarizing the underdymelationship in data.

Data mining can mine data from different data gierbke text data, databases, data
warehouse, transactional data, multimedia dateastr spatiotemporal, time-series,
sequence, and web, multi-media, graphs & socialiafdmation networks etc. The

field of data mining grew out of the limitations afirrent data analysis techniques in

handling challenges posed by these new types afest

Today, data mining has grown so vast that they lmarused in many areas like
financial analysis, customer management, risk mamagt, predicting costs of
corporate expense claims, healthcare, insuranoeggs control in manufacturing and
in other fields. This thesis illustrates how dating is also applicable in computer

security management.

Data mining analyzes data from different perspectind summarizes it into useful
information. It also analyzes data from many défardimensions, then it categorizes
and summarizes the relationships identified. Texdllyi, data mining is the process of
finding correlations or patterns among variousdsein large datasets. The current
developments in data mining contributed a wideetgrof algorithms, drawn from the
fields of statistics, pattern recognition, mache&ning, and database which is useful
for technology adaptation and usage.

Data mining is able to predict important thingsdvance. That technique that is used
to perform these feats is called modeling. Modelmgimply the act of building a
model. A model is a set of rules, examples or nmadieal relationships. Model is
built on data from situations where the outcomé&nswn and then this model is

applied to other situations where the outcome is kmown. Modeling techniques
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have been around for centuries, but techniques udehdata storage, data
communication capabilities and ability to procesmplex data is recently developed,

so modeling is applicable to new areas.

As a simple example of building a data mining mo[a]elconsider the director of
educational institute. He/she would like to focasults and educational quality of his
institute. Large amount of student data is usuallgilable at all the institutes. He
knows a lot about his students, but it is impossibb discern the common
characteristics of his students. From the existiabase of students, which contains
information such as age, sex, academic histormtimaous assessment details, family
background etc., he can use data mining tools imogtering useful patterns such as
relation between student's previous academic padoce with entrance
examination score , continuous assessment datathathfinal examination results,
or predicting about failure cases, the placemertkagge received by a student,
establishing association between two elective sibjeegistered by a student in a
semester, number of international students admitorthe institute. Data mining will
be very helpful for such analysis of the large antaf data, which in turn will help

for academic performance improvements, planningmpotional activities etc.

Data mining[g] is primarily used today by companies to acquifermation about
their customers .data mining also enables thesgani®s to determine relationships
among “internal" factors such as price, productitmpmsng, or staff skills, and
"external” factors such as economic indicators, metition, and customer

demographics.

2.4.1.Data mining and Knowledge discovery

Data Mining is a step in kDo process which uses specific algorithms for
extracting patterns (models) from data. The ternDKiBfers to the overall process of
discovering useful knowledge from data. The KDDgexss has other steps like data
preparation, data selection, data cleaning etdirgt data is obtained from various

data sources, then data preprocessing like datniolg and data integration is
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applied. This creates data warehouse. From datahease task relevant data is taken
and data mining is applied on this. Data miningliggppattern evaluation to extract
knowledge. Therefore, Data mining plays an esdemt&e in the knowledge

discovery process.

The KDD process refers to the whole process of gingnlow level data into high
level knowledge which is automated or semi-autechatiscovery of patterns and
relationships in huge databases and data miniogesof the core steps in the KDD

process.

Knowledge discovery is the process of automaticallgnerating information
formalized in a form ‘understandable’ to humans. Bralge the gap of analyzing
large volume of data and extracting valuable infation and knowledge for decision
making using new computerization technologies, DM &DD has emerged since

recent years.

According to U. Fayya([158] KDD will continues to evolve, from the intersectiof
research in various fields like artificial intgiince , databases, machine learning,
pattern recognition, statistics, knowledge acqgisitfor expert systems, data
visualization, high-performance computing, machagcovery, scientific discovery
and information retrieval. KDD software systemsarporate theories, algorithms,

and methods from all of these fields.

Although, the two terms KDD and DM are closely teth yet they refer to slightly
different two concepts. Data mining is only the laggtion of a specific algorithm
based on the overall goal of the KDD process. Ti@wkedge discovery stage then
extracts the knowledge which must then be post gesed to facilitate human
understanding. Post-processing usually takes ttme & representing the discovered
knowledge in a user friendly display.
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Figure 2.1 KDD process model

Data mining can mine data from different data ger%g][g’o]

like text data,
databases, data warehouse, transactional data,immdih data , stream,
spatiotemporal, time-series, sequence, and webti-matlia, graphs & social and
information networks etc. The field of data miniggew out of the limitations of
current data analysis techniques in handling chgéle posed by these new types of

datasets.

2.4.2. History of data mining.

The term "Data mining" was introduced in the 1998# data mining is the

progress of a field with a long history [3] . Dataning roots are traced back along
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(19]

three family lines: statistics , artificial intejince' ™", and machine Iearnina?’]

which are shown in Figure 2.2.

9o
ﬂ’ﬁ\w EU g3
9!

'91 Data mlnlng }-'

{ \ !I'h \

Machine learning

Figure 2.2 Data Mining and Associated Fields

Statistics is the foundation of many technologiswhich data mining is
built, e.g. regression analysis, standard distidioiit standard deviation, standard
variance, discriminant analysis, cluster analyaml confidence intervals. All of these

are used to study data and data relationships.

Atrtificial intelligence (Al), which is built upon éuristics as contrasting to
statistics, it try to apply human-thought-like pessing to statistical problems. Certain
Al concepts which were adopted by some high-endngeraial products, such as

guery optimization modules for Relational Datablslsgagement Systems .

Machine learning (ML)[S] is the combination of statistics and Al. It colde
considered an evolution of Al, because it blends h&uristics with advanced
statistical analysis. Machine learning attemptsletio computer programmes learn
about the data they study, such that programme< rddiderent decisions based on
the qualities of the studied data, using statisbcsundamental concepts, and adding
more advanced Al heuristics and algorithms to aehits goals.
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Data mining is adaptation of machine learning tépmes to business
applications. Data mining is best described asuhen of historical and recent
developments in statistics, Al, and ML. These tégies are then used together to
study data and find patterns, rules and hidderdsren

In preliminary days, data mining algorithms maidigveloped for numerical
data but it further extended for all types of diita text, web, picture, multimedia
spatial etc. as data mining began with analysisimjle data base, but data mining
techniques have evolved for flat files, traditiomald relational databases and data
warehouse. Later on, with the confluence of Siaisand Machine Learning
techniques, various algorithms evolved to minecstmed and unstructured data.

The field of data minin(_[fl] has been greatly influenced by the development
of fourth generation programming languages and owuarirelated computing
techniques. In early days of data mining, most hed &lgorithms employed only
statistical techniques. Later on, they evolved wislhious computing techniques like
Al, ML and Pattern Reorganization. Various data imgntechniques (Induction,
Compression and Approximation) and algorithms dgwedl to mine the large
volumes of heterogeneous data stored in the daehwases.

The field of data mining has been growing due $oehormous success in
terms of scientific progress and broad-ranging iappbn achievements and,
understanding. Various data mining applicationsehia@en successfully implemented
in various domains like financial analysis, custommanagement, health care, retail,
telecommunication, fraud detection and risk analysic. The ever increasing
complexities in various fields and improvementstéchnology have posed new
challenges to data mining; the various challengelside different data formats, data
from disparate locations, advances in computatr@hreetworking resources, research

and scientific fields, ever growing business chajks etc.

2.4.3. Data mining functionality

Data mining is extraction of interesting patternmskoowledge from huge

amount of data. For extraction of patterns varifwrgtionalities are available. Data
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mining searches for non-trivial and implicit patterfrom data. These patterns are
mostly previously unknown but potentially usefubata mining offers various types
of functionalities, specific functionality is seted depending on the application area
and kind of knowledge to be mined. Using these tionalities different type of
knowledge can be mined like association rule, diaason rule, discriminant rule
and deviation analysis etc. Data mining functiciesil*? are extensive and rich; it
can serve various fields and applications.

Figure 2.3 shows basic functionalities like clasation, clustering, frequent

pattern mining, outlier analysis etc. these funwldies are explained below.

Classification

Frequent pattern
mining

Characterization Dutlier analysis

Figure 2.3 Data mining functionalities

* Characterization and Discrimination

Data characterizatiolf” is a summarization of the general characteristics o

features of a target class of data. In data chemaation, based on users specific
requirement summarization is done. The data isllyscallected by a query. In data
discrimination the target class data objects ispamed with the objects from one or

multiple contrasting classes with respect to spetifeneralized featurek]s(ﬁ]m]

* Mining frequent patterns
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Frequent patterr%g] are the patterns that occur frequently in the.dadterns
can include itemsets, sequences and subsequendesyunt itemset refers to a set

of items that often appear together in a transaatidata set.

Given a collection of items and a set of recor@gsheof which contain some
number of items from the given collection, an ag#an function is an operation
against this set of records which return, affisit@ patterns that exist among the
collection of items. These patterns can be expdebgaules such as "80% of all the
records that contain items A, B and C also coni@ms D and E." The specific
percentage of occurrences (in this case 80) ieatdile confidence factor of the rule.
Also, in this rule, A,B and C are said to be oroaposite side of the rule to D and E.

Associations can involve any number of items ohegiside of the rule.

» Classification and prediction

[29] techniques in data mining are capable of procgsailarge

Classification
amount of data. Classification assigns items inata det to target categories or
classes. Classification correctly predicts the dargjass for each case in the data.
Classification consists of assigning a class lédbeal set of unclassified cases. Because
the class label of each training tupple is provjdd#ds step is also known as

supervised learning also.

Classification techniques infer a model from theatdase. The database
contains many attributes that denote the class wipple and these are known as
predicted attributes whereas the remaining attetbate called predicting attributes. A

combination of values for the predicted attribudefines a class.

When learning classification rules, the systemtbdsd the rules that predict
the class from the predicting attributes, so fyréle user has to define conditions for
each class; the data mine system then construcsripigons for the classes.
Basically, the system should given a case or tuppth certain known attribute

values be able to predict what class this casenpslto.
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Once classes are defined the system should infes rithat govern th
classification therefore the system should kle to find the description of each cla
The descriptions should only refer to the predgtattributes of the training set
that the positive examples should satisfy the dgson and none of the negative.
rule said to be correct, if its descron covers all the positive examples and non

the negative examples of a cle

There are various data mining classification teghes like Decision Tre

based Methods, Ruleased Methods, Naive Bayes and Bayesian Belief diksa
[25]

NearestNeighbor Metlod, Neural Networks, Support Vector Machin

Ensemble Methods usable for classification and iptied. Figure 2.4 show

classification using decision tri

age?
<=30  31.40 - ~40
student? yes credit rating?
R /N
no yes excellent fair
/ \ / \
no yes no yes

Figure 2.4 Classification using decision tree

» Clustering

Clustering[Gl] and segmentation are the processes of creatingtiigmaso
that all the members of each set of the partiti@msamilar according to some metr
Clustering method belongs to unsupervised technitueunsupervised techniq

classes or categories anot predefined. In this a set of objects groupegktioer
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because of their similarity or proximity. When leisig is unsupervised, the system
has to discover its own classes i.e. the systestast the data in the database. The
system has to discover subsets of related objedtsei training set and then it has to

find descriptions that describe each of these ssbse

Objects are often decomposed into an exhaustidéoamutually exclusive
set of clusters.

Clustering[zg] according to similarity is a very powerful techugy the key to
it being to translate some intuitive measure ofilginty into a quantitative measure.
There are a number of approaches for forming alsis@ne approach is to form rules
which dictate membership in the same group basatiefevel of similarity between
members. Another approach is to build set functitvaé measure some property of
partitions as functions of some parameter of thrétjpan. Figure 2.5 shows clustering

data mining functionality.

Figure 2.5 clustering.

» OQutlier analysis

[29]

Outliers are data objects that do not comply with the gari@ehaviour or

model of data. Outliers (if present in dataset)disearded before processing through
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other data mining functionalities. outliers usualBpresents exceptions or noise.
Figure 2.6 shows outlier analysis, R represerd ddtich is outlier from rest of data.
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°
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Figure 2.6 outlier analysis.

Data mining functionalities covers wide range oplagations however there is
need of new functionalities. Data mining researah provide new functionalities
which can serve many application areas efficien®gsearch in data mining has

multiple aspects, if handled properly works effeely.

2.4.4. Data preprocessing

Before data is fed into a Data Mining algorithm, nitust be collected,
examined, cleaned and select&f®® | This entire process is called data
preprocessing. The generation of raw data into machnderstandable format is
called preprocessing. If the data is of bad quéalign even the best predictor will fail.

Each algorithm requires data to be entered in eifsge format.

Usually data is stored in formats like text, Excel other database types of files.
Generally free databases that are available ortlernajority of them are in comma
separated value (CSV) format. That is, all thelaites are separated by commas and
missing data attribute is represented by two consimasltaneously. The majority of
data mining tools can use data in the CSV formatdaning the machine intelligent
algorithms. The data that is used for WEKA showddhitade into ARFF file format.
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Sometimes, the raw data is not in any format. F&dter time efficiency with respect
to processing of the data, algorithms need dataspacific format. Therefore

converting data in to specific format is very esseask.
» Data cleaning

There are a many data pre-procesé?rli]gtechniques available, data cleaning
is one of them. To remove inconsistencies in tha,daata cleaning techniques are
applied. These data processing techniques, whetiedpprior to mining, can
significantly improve the overall data mining outoe. Data cleaning techniques
clean the data by recognizing redundant or dug@icitta and removing them. Data
cleaning also resolve inconsistencies availabldata. If the data is dirty, then results
of data mining are not trustworthy. Furthermoretyddata also causes confusion in
the mining procedure, resulting in an unpredictadlgput. Therefore usefulness of
data cleaning is significant. Although, many minteghniques have some procedures
to deal with noisy or incomplete data, they are alatays robust. Instead, they may
concentrate on avoiding over fitting the data te tfunction being modeled.

Therefore, data cleaning routines on data befate miéning is must.
* Replacing missing value

If the data which is used for data mining have mgsvalues it can give
unpredictable results. There are many methods ablailto replace missing values.

Following are the common methods.

* Manually fill the missing value.

» Using a global constant to fill in the missing vedu

» Using the attribute mean to fill in the missinguel

* Removing the tupples having missing values.

» Using the most probable value to fill in the migsualue.

* Running a clustering algorithm and replacing thesmig attributes with the

attributes of cases that appears close in an nrdiimeal space.
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The most common method of filling the attributepiddy and without too
much computation is to replace all the missing eslwith the arithmetic mean [36]

or the mode with respect to that attribute.
* Removing redundant and unnecessary attributes

There is a possibility of redundant data in dataldaving a large amount of
redundant data confuses the knowledge discovergepso It also slow down the
work. Hence, the redundant data must be removau flata set .this process is
usually done during data cleaning. To remove redondata, the entire dataset is
searched in sequential manner to test whetherla impedundant i.e. whether a tuple

is repeated one or more times in the data set.

* Feature selectiorLFO][M]

Depending on the required output only some attebatre required from the dataset.
So irrelevant attributes need to be removed froendidta to be mined. Only relevant
features left after feature removal is presented@s to the data mining algorithm. It

is observed that this analysis gives good clasgibo rate and minimum error rate
when compared to the classification done usinduhéeature set. Further, many data
mining algorithms don’t perform well with large aomds of features.tes. Therefore,
feature selection techniques needs to be appliéorebelata mining algorithm is

applied. For feature selection filter method isdusethis research work. Supervised

attribute selection method is used before clasgibia.

2.4.5. Classification methods

[46]

Classification is identified as significant technique of data min

Classification is a data mining function that assigems in a dataset to target group

or classes. Classification precisely predicts #ngdt class for each item in the data.

A classification task begins with a data set inahihihe class assignments are
predefined. For example, a classification modet ghradicts performance of student
in exam is developed based on large amount abrigiglata. In addition to the

historical data, the data might track student’speal details and academic history.
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In the model build (trainingi‘w] process, a classification algorithm finds

relationships between the values of the predicois the values of the target. Every
classification algorithms uses different technigdes finding relationships. These
relationships are summarized in to a training moden this training model is
applied to a new data set in which the class assegis are unknown. Once model is

trained effectively it precisely identifies the staof new data.

A classification model is tested by applying ittést data with known target
values and comparing the predicted values wittptegiously known values. The test
data must be compatible with the data used to tthen model and must be

preprocessed in the same way that the train datgvegared.
2.45.1 Decision tree

Decision treed*™® are the most useful tools for classification. Rart
decision trees are used for prediction of clasBesision trees generate rules which
are easy to understand and usable in databasesdeoggiages. In comparison to
neural networks, decision trees rules are less mPecision tree also generate

more accurate rules for data classification.

Decision tree is a classifier in the form of aetstructure, where each node is
either: a leaf node or a decision node. Leaf nbaevs the value of the target class of
data whereas decision node tests condition foreaifsp attribute and generate single
or multiple branches depending on condition. A sieci tree can be used to classify
data by starting at the root of the tree and mowmgugh it, until a leaf node, which

provides the classification of the instance.
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Figure 2.7 Decision Tree

Decision tree induction is a typical inductive apgeh to learn knowledge on

classification. Or classification using decisiogetifollowing are required

» Training data: this data set have predefined ctafseeach instance of data .

Usually it is called supervised.

* Large amount of data: Sufficiently large data iquieed for classification.

Usually hundreds or thousands of training caseseay@red.

* All the instances available in dataset must beltmgfixed collection of

properties. This means that there is need to dizereontinuous attributes.

» Discrete classes: A case does or does not beloagaoticular class, and there

must be more cases than classes.

Decision trees offer many advantages, some areionexatbelow.

* It generates easy to understand rules. Rules@medsin the form of branches

of tree.
* It can be applied to any type of data.

» Decision trees are easy to store and handle

» Handles very efficiently conditional information divide into sub branches

and every branch is handled separately.
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* The resulting trees are usually quite understamdaidl can be easily used to
obtain a better understanding of the phenomengu@stion. This is the most
important of all the advantages listed.

The basic algorithm for decision tree is the grealfyorithm that constructs

decision trees in a top-down manner with recurdivele-and-conquer approach.

The strengths of decision tree methods are:

o Decision trees are able to generate understandabke
o Decision trees perform classification with less poation.

o Decision trees are able to handle both continuodd&screte

variables.

o Decision trees provide clear idea about whicldfiedlre most

important for prediction or classification.

In some applications, the accuracy of a classiboabr prediction is the only thing
that matters. There are a variety of algorithmsbiaiding decision trees that share
the desirable quality of interpretability. A welhé&wn and frequently used over the
years is C4.5.

Decision tree classification Alqorithm[44]

Input

* D is training dataset with labels
* Als list of attribute.
* Feature selection method, a procedure which detesrihe splitting criteria
for partitions of the data tupple into individudagses. This criterion consists
of splitting attribute and split point .
Algorithm

Step 1. Create a node N of decision tree
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Step 2.  if all the tupples in D belong to the same cl&sthen label N with
class C

return N as leaf node.
Step 3. If Ais empty then label N with Majority class C
Return N as leaf node

Step 4. Apply Feature selection method (D, A) to find tbest splitting

criterion
Label node N with splitting criteria;
Step 5.  If splitting criteria is discrete valued and niwky split allowed then
A <- A -splitting attribute;
/Iremove splitting attribute.
Step 6. For each outcome j of splitting criterion
/Ipartition tupple and grow subtree for each partit
Let Dj be the set of data tupples in d satisfyingcome j
If Dj is empty then
Attach a leaf label with majority class D to node N

Else attach the node returned by generate dedige(Dj , A) to node
N

End for

Step 7. Return N

Decision trees are construction starts by idemtgythe most useful attribute for
classifying examples. Selection of attribute atrgweode is very important. This

selection work is done with the help of statistigaioperty information gain.
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Information gain is a good quantitative measurethe& worth of an attribute. It
measures how properly a given attribute classiéytthining examples according to
their target classification. This measure is usedse¢lect among the candidate

attributes at each step while growing the tree.

Information gain[zg] concept is based on entropy. It is a measure mblgeneity of
instances. entropy is characterizes the impuorityurity of an arbitrary collection of
examples. Given a set S, containing only positind aegative examples of some
target concept , the entropy of set S relativehis simple, binary classification is

defined as:

Entropy(S) = - gog, pp— mlog p

where pis the proportion of positive examples in S angdispthe proportion of
negative examples in S. In all calculations invadventropy , 0log0 is defined to be
0.

The process of selecting a new attribute and [ariitg the training examples
is now repeated for each non-terminal descendade,nthis time using only the
training examples associated with that node. Aiteb that have been incorporated
higher in the tree are excluded, so that any gattribute can appear at most once
along any path through the tree. This process moes for each new leaf node until

either of two conditions is met:

1. Every attribute has already been included along plaith through the

tree.

2. The training examples associated with this leafenaltl have the same

target attribute value (i.e., their entropy is 3ero

Algorithm for Attribute selection

Step 1. Compute entropy

Entropy(S) 3. - p log p
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/lwherep; is the proportion of S belonging to class

Step 2.  Computeinformation gainGain (S, A) of an attributeA, relative to a

collection of examples S, is defined as

hy
Gain(S,A)= Entropy(S) — Z 5, |Em‘mpy(8v}
vEFalued A) | S|

/lwhere Values(A) is the set of all possible values for attribdteandS, is the

subset ofs for which attributeA has values

Il (i.,e.,S, = {s € S |A(S) = V}). The first term in the equation fd@sain is just the
entropy of the original collectio8 and the second term is the expected value of
the entropy after S is partitioned using attribdtd he expected entropy described
by this second term is simply the sum of the ené®pf each subs&;, weighted

by the fraction of exampleS,|/|S|caused by knowing the value of attribite

Step 3. Select attribute which has the highest gain.

J48 algorithm

The J48 algorithm derived from C4.5 Algoritﬂflﬁ” is used for building the
decision tree model. The training of the decisioge tclassification models of the
experimentation is done by employing the 10-fololssrvalidation and the percentage
split classification models. J48 is one of decidi@e algorithm of data mining. J48
algorithm contains some parameters that can be geldario further improve
classification accuracy. Initially the classifieati model is built with the default

parameter values of the J48 algorithm.

The J48 algorithm gives several options relatedré® pruning. Pruning
produces fewer, more easily interpreted resultsreMmportantly, pruning can be

used as a tool to correct for potential over fgtimhe J48 algorithm recursively
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classifies until the data has been classified asecto perfectly as possible. Pruning

always reduces the accuracy of a model on traidéatg.

J48 uses two pruning methods. The first is knowsuddree replacement and
second is subtree raising. In subtree replacemetitiod, nodes in a decision tree are
replaced with a leaf node it reduces the numbeesis along a certain branch of
treep. This process starts from the leaves of thly formed tree, and works
backwards toward the root. In subtree raising netthanode moves upwards towards
the root of the tree, it replaces other nodescatbe way. Subtree raising method is

computationally complex than subtree replacement.

Tree pruning calculates error rates to decide abbith parts of the tree to replace or
raise. This can be done in multiple ways. The sasiplvay is to reserve a portion of
the training data to test on the decision tree,ctwhielps to overcome potential
overfitting, this approach is called reduced-emouning. This method reduces the
overall amount of data available for training thedel. This approach is applied on

large datasets whereas it advisable to avoid ofii satasets.

Other error rate methods statistically analyzettaming data and estimate the
amount of error inherent in it. This is complex heat, but forecast the natural
variance of the data. This approach requires aidemte threshold, which by default
is set to 25 percent. This option is importantdetermining how specific or general
the model should be. If the training data is expeédb conform fairly closely to the
data, you'd like to test the model on, this figoa® be lowered. The reverse is true if
the model performs poorly on new data; try decrepsgie rate in order to produce a

more pruned tree.

There are several other options that determinespeeificity of the model.
The minimum number of instances per leaf is onegvwoption. This allows you to
dictate the lowest number of instances that carstdate a leaf. Higher the number
more general the tree is. Lowering the number pvilduce more specific trees, as the
leaves become more granular. The binary split opgoused with numerical data. If
turned on, this option will take any numeric atiitid and split it into two ranges using
an inequality. This greatly limits the number ofspible decision points. Rather than
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allowing for multiple splits based on numeric rasgghis option effectively treats the
data as a nominal value. Turning this encourage® imeneralized trees. There is also
an option available for using Laplace smoothinggdoedicted probabilities. Laplace
smoothing is used to prevent probabilities fromréb&ing calculated as zero. This is

mainly to avoid possible complications that casefrom zero probabilities.

The most basic parameter is the tree pruning optidrese options define the
performance of classifiers. It is important to expent with models by wisely
adjusting these parameters. Often, only repeatpdraments and familiarity with the

data will give out the best set of options.
Options available for decision tree classifires

* binarySplits — this option Whether to use binarlitspn nominal attributes

when building the trees.

» Confidence Factor -- The confidence factor usedpfomning (smaller values

gives more pruning).
* Debug -- this option provides additional infoth@ console.
* minNumObj — This option defines minimum numbermdtances per leaf.

* numkFolds -- Determines the amount of data useddduced-error pruning.

One fold is used for pruning, the rest for growihg tree.

* reducedErrorPruning -- Whether reduced-error pmins used instead of

C.4.5 pruning.
* savelnstanceData -- Whether to save the trainiteyfda visualization.

* seed -- The seed used for randomizing the data wdderced-error pruning is

used.

* subtreeRaising -- Whether to consider the subteeging operation when

pruning.
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* unpruned -- this option defines whether to pruee tr not.

» uselaplace — this option defines whether countsaates are smoothed based

on Laplace.

2.4.5.2 Bayesian classifier

A Bayesian classifieP” is based on the idea that the class can préukct
values of features for members of that class. htgta are grouped in classes because
they have common values for the features. Thessetaare called natural kinds. In
this section, the target feature corresponds tes@eate class, which is not necessarily

binary.

The idea behind a Bayesian classifier is thatnifagent knows the class, it can
predict the values of the other features. If itgloet know the class, Bayes' rule can
be used to predict the class given (some of) tldufe values. In a Bayesian
classifier, the learning agent builds a probalidistodel of the features and uses that
model to predict the classification of a new exampl

Bayes net

Bayes Nets [61] or Bayesian networks are graphiegresentation for
probabilistic relationships among a set of randoamiables. Given a finite set
S={S,,...S,) of discrete random variables where each vari&lmay take values
from a finite set, denoted by Val|[SA Bayesian network is an annotated directed

acyclic graph (DAG) G that encodes a joint prohgbdistribution overs, The nodes

of the graph correspond to the random variaBles. S..
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Burglary

Figure 2.8 Bayesian classification

2.4.5.3 Rule based classifier

Rule based classifiers [29] use rule induction meéthRule induction methods
identify and defines pattern available in datasetthis all possible patterns are
methodically pulled out of the data and then amexy and significance are added to
them that tell the user how strong the patterma fzow likely it is to occur again. In
rule induction systems, the rule itself is of a glienform of “if this and this and this

then this”. Rules are mutually exclusive and exhaes

One Rule algorithm of rule induction uses a greedy deptsifpolicy to identify
patterns. Each time it is faced with adding a néwbate test to the current rule, it
picks the one that most improves the rule qualigsed on the training samples.

OneR algorithm steps as are follows:
« Sequentially, learn one rule at a time,.
- After a rule is learned, the training instanceseted by the rule are removed.
« Only the remaining data is used to find subsequées in the dataset.

The process repeats until some stopping criteearaat.
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IF age = young AND student = no THEN buys_computer= no
IF age = young AND student = yes THEN buys_computer = yes
IF age = mid-age THEN buys computer=yes
IF age = old AND credit _rating = excellent THEN buys computer=no
IF age = old AND credit_rating = fair THEN buys_computer = yes

Figure 2.9 rule based classification

2.4.6. Ensemble methods

Ensemble Method$” B8 are based on the concept that multiple modelsbean
used to train dataset. An ensemble classifier msethod which uses or combines
multiple classifiers to improve robustness as wedl to achieve an improved
classification performance from any of the constiuclassifiers. Furthermore, this

technique is more flexible to noise compared toue of a single classifier.

Ensemble learning methods instead generate multippelels. Given a new

example, the ensemble passes it to each of itspieuttase models.

* Bagging

Bagging is one of most useful ensemble method. BggdBootstrap
Aggregating) generates multiple bootstrap traingegs from the original
training set and employs each of them to genexaiassifier for inclusion in
the ensemble. This method is usually applied tastectree algorithms, but it
also can be used with other classification algorghsuch as naive bayes,
nearest neighbour, rule induction, etc. The bagtgognique is very useful for
large and high-dimensional data, such as intrudata sets, where finding a
good model or classifier that can work in one ssempossible because of the
complexity and scale of the problem.
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* Boosting

Boosting is a forward stage wise additive modelo®mg, is an ensemble
method for boosting the performance of a set aikanaassifiers into a strong
classifier. This technique can be viewed as a madetaging method and it
was originally designed for classification, butdan also be applied to
regression. Boosting provides sequential learnihthe predictors. The first

one learns from the whole data set, while the falhg learns from training

sets based on the performance of the previousTdremisclassified examples
are marked and their weights increased so theyhaile a higher probability
of appearing in the training set of the next primiclt results in different

machines being specialized in predicting differamtas of the dataset.

=  Adaboost

AdaBoost algorithm which is one of the most widesed boosting techniques
for constructing a strong classifier as a lineanbmation of weak classifiers.
AdaBoost generates a sequence of base models wiigredt weight

distributions over the training set.

2.5. Supervised vs unsupervised learning methods

Data mining learning algorithms can be categoriheith supervised[45] or

'unsupervised[A6]. This bifurcation depends on how the learner diassdata.
basic requirement of supervised learning algoritismpredefined classes and
availability of learning data. In supervised algjoms, mathematical model is
constructed based on the patterns available ins#htd hese patterns are observed
for predetermined classes. Data is labeled withetletassifications. These models
then are evaluated on the basis of their predicapacity in relation to measures
of variance in the data itself. Supervised learrafgprithms are used in decision

tree, bayes net etc.
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Unsupervised learners are not provided with clesdibns. In fact, the basic task of
unsupervised learning is to develop category wadeels automatically. Unsupervised
algorithms seek out similarity between pieces dhda order to determine whether
they can be characterized as forming a group. Themaps are termed clusters, and

there is a whole family of clustering machine l@agrtechniques.

In unsupervised classification, often known asstduanalysis' the machine is not told
how the texts are grouped. Its task is to arrives@he grouping of the data. In
clustering initially criteria is provided for cluest construction. These criteria depends

on density , number of partitions, hierarchy etc.

Table 2.1 Comparison of supervised and unsupengseding

Name of learning Associated dati Features Popular Algorithms
method mining

functionality

Supervised Classification Class labells @Eecision tree

known in advance | Bayesian methods,

rule baseg
classifiers.
Unsupervised Clustering Class labells @gRartition based

not known in| clustering method

advance Kmean etc.

Table 2.1 shows supervised and unsupervised lepmathods with Associated data

mining functionality, Features and Popular Algamith
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2.6.Data mining types of models

Data mining model are basically of two types as gsage i.e. descriptive

model and predictive model.

Descriptive Model

Descriptive data mining[Gl] is normally used to generate correlation,
frequency and cross tabulation. Descriptive meticad be defined to discover
interesting regularities in the data, to find poasly unknown patterns and find
interesting subgroups in the bulk of data. Undescdptive model clustering,

association rules are used.

Predictive models

The goal of the predictive modéfs! Y is to construct a model by using the
results of the known data and is to predict thalte®f unknown data sets. This work
is done by using the constructed model. For ingtaadank might have the necessary
data about the loans given in the previous termshis data, independent variables
are the characteristics of the loan granted cliemd the dependent variable is
whether the loan is paid back or not. The modektranted by this data is used in the
prediction of whether the loan will be paid back birent in the next loan
applications. For predictive data mining classiima and regression functionalities

are used.

2.7.1DS (Intrusion detection system) Product review

“The global network security market could hit $$flion by 2015” this is
according to a report published by Global Industnyalysts. This report also
mentions that Asia Pacific region is more receptov@etwork growth. Additionally,
the Intrusion Detection System/Intrusion Preventlystem (IDS/IPS) market is
expected to become the second largest product segofiethe network security
market. IDS/IPS solutions will be in high demanddese of their efficient methods

to deal with cyber attacks. .

59



Chapter 2- Review of Literature

There are many factors which play important rolélevbelecting IDS .

* Product popularity
= Vendor capability Assess the vendor’s technology strategic viability.
= |Installation and Operating System Setup of a progna or software.

= Automated Actions: Ability to automate specifictians and tasks to

deliver operational efficiency.
» Capacity to detect new intrusion

IDS should not only identify known attack but it stuhave capacity to
identify new attacks.

* Best user interface

= Ease of Use: It is the simplicity of the IDS tool utilize and efficiently

manage.

= Advanced Displays: It is the ability to display Mars angles on attack data

and correlated events.

= Tagging: It is the new system that allows defaultcostom tags to be

added to events.

= User Log: It is the ability to monitor, manage grdvide detailed logs of

user activities.

= Reporting Tools: user interface to put securityad@ an easy to

understand format.
» Accuracy of intrusion detection.

= Identifying areas of high risk: if areas of secytlireats are identified through

IDS than that IDS gives better security solutions
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= False Positive Protection: Ability to efficientlyahdate security events and

identify potential false positives.

= Event integration: if multiple events are use ttedesuspicious behaviour and

network vulnerabilities.

= Live and Real-Time Monitoring: It is the ability toew and respond events in

real-time.

= Scalability and Implementation: It is the abilitp handle every network

environment.

= Event Details: Ability to provide consistent andtailked security event

information.

e Other factors

= Forensic Analysis: Analysis of detected securiergs in the interest of
figuring out what happened, when it happened, hdvappened, and who was

involved.

Presently, there are around many intrusion deteystems available in the network

security market. Some of the popular IDS produssdéscussed below.
SNORT P°!

Snort is a platform independent, lightweight netwaitrusion detection tool that can
be deployed to monitor small TCP/IP networks andecdea wide variety of

suspicious network traffic as well as outright elit& It is ‘lightweight’ because it can
easily be deployed on almost any node of a netwibhas a small footprint and can

easily be configured by system administrators.

Snort is a packet sniffer based on libpcap andrgsldo network intrusion
detection system (NIDS) category of IDS. It featungles based logging and has real-
time alerting capability. It can detect a varietyattacks by using concept of content
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pattern matching. The detection engine is programgdg a simple language that
describes per packet tests and actions. Easeeofiaogplifies and accelerates the
development of new exploit detection rules. It efifeely identifies probes like SMB

probes, buffer overflows, stealth port scans argél &tacks, etc.

Snort’s architecture is focused on performancepbaity, and flexibility. There
are three primary part of Snort:

» Packet decoder
» Detection engine
* Logging and alerting subsystem.

These subsystems ride on top of the libpcap pramise packet sniffing
library, which provides a portable packet sniffeugd filtering capability.

Dragon [13]
Dragon is a family of IDS products from Enteradletworks which includes
Dragon Sensor, a network based intrusion deteslystem (NIDS); Dragon Squires,

a host based intrusion detection system (HIDS) .

Dragon Sensor provides high-Bandwidth Support wathrect tuning and architecture.
It decodes the majority of frequently encoded prols, reassembles UDP and TCP
streams to disable attacks. It works beyond sigeatletection and provides
anomaly-Based Detection . it detects buffer overl and traffic profiling etc by
using anomaly detection capacities. It provides taterfaces, first one to monitor
network and second for reporting purpose.

Dragon Squire supports the majority of commerdrahfalls. Firewall forward log to
Dragon Squire System. It detects attacks directticplarly at Apache , Netscape
web servers and IIS. it detects attacks directeldigitly vulnerable applications ,it
identifies frequently attacked applications whidkludes DNS servers, mail servers,

FTP servers.
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The Dragon sensor and squire are platform indepgnae they run on most of
popular operating systems like Windows NT/2000nuk ,Solaris, HP-UX,

,OpenBSD and FreeBSD via software license.

Other leading intrusion detection systems are a®liowing:

« CounterAct
CounterACT Edge security appliance offers an unigpgroach for intrusion
prevention. It neither directly perform anomaly etgion or signature detection but
work on ‘proven intent’ of attackers. Attackerdldov a consistent pattern. To launch
an attack, they need knowledge about a networks®urees. Usually system
vulnerability and configuration are scanned or pbefore attack. This is observed
in most of human intruders or self-propagating dse The information received is
then used to launch attacks based on the uniquetwte and characteristics of the

targeted network.

» Enterprise network security- Airmagnet [e]

AirMagnet Enterprise provides a simple and scalaWleeless network
solution. All types of wireless threats are handédticiently. Its tools ensure to
accommodate highest capacity of network users amfibron optimally. It provides
proactive alerting and detailed report. It offeusclf and effective troubleshooting and
resolves almost all types of wireless issues. dtihrusion prevention system as well

s intrusion detection system.

* Bro Intrusion Detection System[4]

Bro is an open-source Network Intrusion Detectigat&m (NIDS), it is unix
based. It submissively monitors network traffic dadks for suspicious activity. Its
analysis includes detection of exact attacks angswal activities. Bro at first parse
network traffic and extract its application levednsantics and then compare the
activity with patterns deemed troublesome. Bro ysed real time as well as offline

network data. Bro engine is written into C++.
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» Cisco Intrusion Prevention System (IPSB”

Cisco IPS is one of the most widely deployed intmsrevention systems,
providing: Protection against more than 30,000 kmatwreats, Timely signature
updates and Cisco Global Correlation to dynamicedlgognize, evaluate, and stop
emerging Internet threats. Cisco IPS includes ittgdeading research and the
expertise of Cisco Security Intelligence Operatiddisco IPS also helps organization

comply with government regulations and consumeraay laws.

« Juniper Networks Intrusion Detection & Prevention (IDP) (311
Juniper Networks IDP Series Intrusion Detection &nevention Appliances
with Multi-Method Detection, offers comprehensivaverage by leveraging multiple
detection mechanisms. For example, by utilizingnaigres, as well as other detection
methods including protocol anomaly traffic anomdstection, the Juniper Networks
IDP Series appliances can thwart known attacksedsas possible future variations
of the attack. Backed by Juniper Networks Securdl, signatures for detection of

new attacks are generated on a daily basis.

« McAfee Host Intrusion Prevention for server™>”
Defend servers from known and new zero-day attackis McAfee Host
Intrusion Prevention. Boost security, lower costs reducing the frequency and

urgency of patching, and simplify compliance.

» Sourcefire Intrusion Prevention System (IPSjSl]

Built on the foundation of the award-winning Snort@es-based detection
engine, Sourcefire IPS™ (Intrusion Prevention Sygtases a powerful combination
of vulnerability- and anomaly-based inspection md#i+—at throughputs up to 10
Gbps—to analyze network traffic and prevent critibaeats from damaging network.
Whether deployed at the perimeter, in the DMZ,ha tore, or at critical network
segments, and whether placed in inline or passiv@emSourcefire’s easy-to-use IPS

appliances provide comprehensive threat protection.
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« Strata Guard IDS/IPS !

The award-winning Strata Guard high-speed intrusietection/prevention
system (IDS/IPS) gives you real-time, zero-day gotion from network attacks and
malicious traffic, preventing Malware, spyware, pecans, viruses, and DoS and
DDoS from compromising hosts, Device and networtages, Data leakage, High-
risk protocols, such as BitTorrent, Kazaa, and &&INrom running on network,

Unauthorized access to sensitive data.
2.8.Summary and evaluation of existing IDS products

Current IDSs generate too many inaccurate alarinspl$ stated, IDSs aren’t good
enough yet. There are many factors to consider vvafuating IDSs such as speed,
cost, effectiveness, ease-of-use, scalability, artdroperability. Without taking
specific environment details into consideratiorfeetiveness and ease-of-use can be
used as general metrics to compare IDSs. Both raateeasure general aptitude

because they are determined by the detection tigoof the IDS.

The detection algorithm maps incoming events tacks and normal activity.
The resulting classification can be used to deteenthe effectiveness of IDS.
Effectiveness is the ability of an IDS to maximthe detection rate while minimizing
the false alarm rate (false positive rate). In ptwerds, good IDS reports intrusions
when they occur, and does not report intrusionsnwtieey do not occur. The
probability that an intrusion is actually occurringiven that an IDS reports an
intrusion, is dominated by the false alarm rat¢hef IDS. The important measure of
an IDS is not how frequently it detects attackd, imw infrequently it produces false

alarms.

Another important factor for measuring IDSs isaése-of-use. Because active
response is not yet an acceptable technology, humervention is necessary to use

IDSs. It is therefore necessary for IDSs to beiiivieland easy to manage.
Drawbacks of current IDS:

Current IDS (Intrusion Detection Systems) have ftarm major drawbacks.
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1. False positive generation.

Common complaint is the amount of false positives€ positive means if the
network packet is normal then also IDS gives alafrattack. If false positive

comes frequently then if attack exists then al$® ot taken seriously.

2. False negative generation.

False negativgm] means attack is not accurately identified and @ansidered

normal. In this case attacks which are bypassedigiir IDS, can cause severe
harm to computer and do not solve actual purposetfsion detection.

IDS is one of standard component in security infeasures, it allow network
administrators to detect intrusion. Intrusion dttaenay include internal attack (or

misuse) and external attacks.
2.9.Summary and evaluation of Literature Review

Based on the reviewed literature, we can conclbderhajority of researchers has
given evidence of successful implementation of li38$ig data mining techniques. In
particular, some of the work on intrusion detectiose of data mining techniques for
intrusion detection ,challenges faced by the imbrusdetection domain are
highlighted.

* Various methods are used by researchers like agswcirules mining, Density
based outlier detection scheme, clustering, ensemiethods, genetic algorithm,
neural network, classification methods. table 2.Bespnts summary and

comparison of literature review based on data ngimmethods for IDS.

Table 2.2 Comparison of literature review basedata mining methods for IDS

Sr. Author Title Year | Technique Features
No.
1. Wenke Lee| “A Data Mining Framework | 1996 Multiple base Misuse
for Building Intrusion classifiers detection
Detection Models ” can be system
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combined
Daniel “ADAM: Detecting Intrusions| 2001 Pseudo- Anomaly
Barbara et | by Data Mining” Bayes detection
al. estimators. | system
Levent “The MINDS — Minnesota 2004 Density Unsupervised
.| Intrusion Detection System” based outlier| Anomaly
Ertoz, Eric . :
detection detection
et al.
Fangfei “An Intrusion Detection 2007 | Clustering | Unsupervised
Weng System Based on the Ensemble, | anomaly
Clustering Ensemble” detection
Herkshop | “A data mining approach to | 2007 | Adaptive Unsupervised
s host based intrusion learning anomaly
' detection” algorithms | detection
algorithms
T. Lappas “Data Mining Techniques for| 2007 Bi-clustering| Unsupervise
(Network) Intrusion Detection anomaly
et al. , i
System detection
algorithms
Kamran “An Online and Adaptive 2008 | Adaptively | Signature
, Signature-based Approach for learning extraction
Shafi . : ) .
Intrusion Detection Using maximally
Learning Classifier Systems’ rules
Flora S. Network Intrusion Detection | 2009 | Association
Tsai Rules
Using Association Rules
Dewan Md.| “Attacks Classification in 2010 | Adaptive Supervised
, Adaptive Intrusion Detection Intrusion anomaly
Farid et al. . . » . i
using Decision Tree Detection detection
using
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Decision
Tree
10. | Ghanshya | “ A Novel Approach to RST (Rough| Unsupervised
m  Prasag Intrusion Detection System Set Theory)
using Rough Set Theory and and
Dube et al. | Incremental SVM” Incremental
SVM
(Support
Vector
Machine)
11. | Huu Hoa| “An Efficient Fuzzy Fuzzy Unsupervised
Nguyen et Clustering-Based Approach Clustering-
for Intrusion Detection” Based
al. Approach
12. | Gunja “Robust Data Clustering Clustering Unsupervise
Ambica et | Algorithms for Network anomaly
al. Intrusion Detection” detection
13. | Nagaraju | “Intrusion Detection System HMM and | Supervised
Devarakon using Bayesian Network and Bayesian anomaly
Hidden Markov Model” Network detection
daetal.
14. | Shyara “Enhanced Naive Bayes Naive bayes| Supervised
Taruna et | Algorithm for Intrusion
al. Detection in Data Mining” Anomaly
detection
15. | G.V. “Effective approach toward Hybrid PSO | Semisupervi
. .| Intrusion Detection System d
Nadiammai| . o .
using data mining techniques
et al.
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Most of the literature reviewed revealed that tlalier studies were mainly
related to misuse detection model whereas curtedtes are related to anomaly
detection. Misuse detection model is also knownsi@gmature analysis. The
strength of signature analysis depends upon thityjusomprehensiveness, and
timeliness of the attack signature housed in thg'sDsearch engine. However,
despite the variety of such methods described énliterature in recent years,
security tools incorporating anomaly detection tioralities are just starting to

appear, and several important problems remain solved.

Many researchers worked on anomaly detection méawimaly-based detectors
attempt to estimate the “normal” behaviour of thgstem to be protected and
generate an anomaly alarm whenever the deviatibmelea a given observation at
an instant and the normal behaviour exceeds a fimedehreshold.

Low detection efficiency, especially due to thehiiglse positive rate usually
obtained This feature is generally explained rsirg from the lack of good
studies on the nature of the intrusion events. groblem calls for the exploration
and development of new, accurate processing scham&gell as better structured
approaches to modelling network systems.

The researchers studied work done in the related and concluded that data
mining based two types of approaches are used dostaction of intrusion

detection ,first approach is supervised approactl ather is unsupervised
approach. Researcher has discovered that supeyg®dach works better than

unsupervised approach.

2.10. Chapter summary

In this chapter summary of the information collecfeom various sources in

the form of secondary data is available. The infttan is collected from reference

books, research papers, technical white papersnagtaiand web sites. This chapter

provides background of the earlier studies in thelar subject. A review of the work

in the intrusion detection domain related to teisearch’s approach is presented.
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Chapter 3

Research Design and Methodology

3.1. Introduction

This research aims to study network security issbesugh survey method. Survey
conducted for Pune IT companies is intended to ystcidallenges to intrusion
detection for computer network security. Surveycnducted by questionnaire
method. This research investigates applicability data mining techniques for
intrusion detection. To investigate this, experitnenethod is used. Various
experiments are performed using machine learninijwace to know efficient

methods for intrusion detection.
3.2. Statement of the research problem

Computer network security is the necessity of dll dompanies with growing
network. For network security one of the most caitifactors is detection of intrusion
attack on computer security. Intrusion detect®tecoming a challenging task due

to increased connectivity of computer system amdsss.

In this context “What are challenges to intrusiogtedtion for computer network
security?” is the question to be tackled. Researskeks to study network security
issues, specifically need of intrusion detectiosteyns and challenges to intrusion
detection system to ensure computer network sgcuritT industrial units of Pune

region.

This study is further intended to investigate hatadmining techniques can serve for
strengthening security. There is need to study lata mining can provide a

mechanism to detect intrusion. What data mininditeues are useful to handle
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challenges of intrusion detection? For this variexperiments using data mining
methods are required to execute. These experimemi@ming to find out methods to
resolve network security issue effectively. Aim tfis study is to provide a

framework which is capable to give solution for ldrages to intrusion detection.
This research intends to get answers for the falgwesearch questions.

1. What are the challenges to current intrusion dieteystems?

2. What are the effective data mining techniquesritnusion detection?

3. Why computer network security is essential?

4. How to distinguish whether incoming network trafiscnormal or intrusion.

5. How intrusion detection plays important role in qauter network security?
3.3. Rational of the study

IT industrial units need to manage security of catap network. Network
security is an important factor of IT industrialitsn Computer and computer network
security becomes integral parts of all IT industieecause of increased requirement

of network and processing speed.

As the network dramatically extended, securityogsidered as a major issue in
computer networks. Internet attacks are increasind,there have been various attack
methods, consequently. The rapid development oeRU industries and growing
network facilities makes computer security a caitissue. Because IT industrial units
keep important and classified information on tloamputers, there is a great need to
protect that information from those who would expib One way to identify attack
is by using IDS, which are designed to locate ded aystems administrators about

the presence of malicious traffic.

This study suggests how computer network securapagement can get benefit
of data mining techniques for intrusion based ggcattack detection. The outcome

of this study will also add to the body of knowledgn computer network security

77



Chapter 3- Research design and Methodology

management. The output of this study may also bd as a complementary approach
to signature based intrusion detection methods.

3.4. Objective of study

General objective

The general objective of this study is constructindata mining framework

for intrusion detection system that will enhance tietwork security system.
Specific objectives
1. To study and examine

* Network security importance and issues in IT indakunits of Pune

region.

* Importance of intrusion detection system and chgks to current

intrusion detection systems for network securitynagement.

2. To analyze, computer network security componengsectically intrusion
attack and intrusion detection system.

3. To analyze, several steps involved in data minmoggss.
4. To analyze, the applicability of existing data mupitechniques.

5. To propose data mining techniques through creamdndata analysis

framework.
3.5. Hypothesis of study
The study is also undertaken to test following ripsis-

1. Intrusion based security attack has become gldtslenge to IT sector.

2. Intrusion detection systems are essential for caermetwork security.
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3. Accurate detection of intrusion attack carries imse value in security
management and Current ids needs improvement iarame of intrusion

detection
3.6. Research methodology

This research employs survey method to identifyvodt security issues and
experiment method for construction of frameworkisTiesearch study is related to
Network Security Management - A study with speogérence to IT industrial units
in Pune region. In this study primary and secondd#ata is collected to find out
importance of network security and intrusion detectsystem. Primary data is
collected through survey method whereas secondatgy @ collected through
published and unpublished material. Research metbgy [2] used in this research
explains process of obtaining sample and sizeropsa

3.6.1 Primary data

This data is collected through survey method. Taig is original in nature.
This data is collected by distributing the questimne & getting filled by the
concerned respondents, for this purpose, onlinestmumnaire as well as manual
method was used. Telephonic and/or personal imervionducted with the IT

industry people of Pune region.
3.6.2 SampleDesign

Sample design is a specific plan which designedgéd samples from
population.To serve the purpose of the research subjectretfearcher has selected the
total 30 sample unitsSampling technique used is Purposive Quota andecoence
sampling. Population for this study is IT indudtriamits from Pune region. Size of
population is 200 IT industries. Sampling frameduser the study is 30 IT industrial
units. Parameter of interest for this study: Detaing need and challenges of computer

network in selected IT industrial units.

3.6.3 Selection of region
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The researcher has used purposive sampling methedléct region for the
study. Researcher has selected Pune region beitasisstractive destination for IT
industrial units. IT industries are growing in Pumecause of its close proximity to
Mumbai and rapidly growing infrastructure. Largemrher of educational institutes
and universities also give a reason for growingndustries. This region is IT hub
and most of the leading IT companies have brancRune. Along with leading

companies many emerging companies are locatedrie Bl

3.6.4 Selection of respondent

Respondent are selected those who are working inddistry with more than
two years of experience. Researcher has selectgdhmse employees who actually
work on network security or network security rethf@ojects. Questionnaire is filled
by all the selected employees. This questionnareither filled manually or sent
through Email. Email questionnaire are manuallgdi] scanned or filled in softcopy.

With this all the employees are interviewed by peed and/or telephonic method.
3.6.5 Secondary data

Secondary data is used to study the network sgcoffered by various
products of intrusion detection available in marletis used to find features and
limitations of current IDS products. Secondary dateollected from reputed journals,

articles, websites and product documentation.
3.6.6 Questionnaire

Questionnaire is meant for obtaining informationoatb importance and
necessity of computer network security measuregstannaire specifically designed
for network security therefore it further gatheformation about need of intrusion

detection system and investigates challenges temumtrusion detection systems.

Questionnaire is created with likert scilE! and multiple choice.

80



Chapter 3- Research design and Methodology

3.6.7 Testing of hypothesis.

Hypothesis testing is a procedure to either acoepteject hypothesis. It
recognizes and identifies the relevant facts anésgdirection to research study. In

this study hypothesis has been tested using pagent
3.7. Limitations of study

Pune region is IT hub and the researcher being fPanme region; the study is limited
to this region only. Conclusions drawn from thevsyris limited for IT industry of Pune
region only.

= This research specifically deals with only intrusidetection component of

computer secu rity.

= This research is mainly focused on computer sgcarénagement. This aims
to provide a mechanism to detect security attacksis thesis does not offer

mechanism to prevent the attack.

= The framework constructed in this thesis just fgotor the administrators
after detecting an attack and administrators cke &ation for security management.
Being informed properly is the basis of every mamagnt, so this thesis informs

about detection of security attack.
3.8. Chapter References
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Chapter 4

Data Analysis and interpretation

4.1.Introduction

This research is related to Network Security Manag® - A study with special

reference to IT industrial units in Pune region.eThesearcher has tested the
hypothesis with the help of primary and secondatadPrimary data is collected
through the questionnaire. Statistical and graphioethods are used data analysis.

An analysis is carried out under following broacdiags
1. Importance of security
2. Why security measures are important?
3. Importance of intrusion detection systems for nekngecurity.

4. What are the challenges to current intrusion detedystems?

This data is collected through survey metHddThis data is original in nature. This
data is collected by distributing the questionnairgetting filled by the concerned
respondents, for this purpose, online questionnasravell as manual method was
used. Telephonic and/or personal interview condluetgh the IT industry people of

Pune region.
The following steps were used for collecting thienary data-

1. Questionnaire is filled by all the selected emp&seThis questionnaire is either
filled manually or sent through Email. Email quesnaire are manually filled,
scanned or filled in softcopy. With this all the goyees are interviewed by

personal and/or telephonic method.

2. Telephonic and personal interviews conducted.
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Questionnaire used for study is meant for obtaimfigrmation about importance and
necessity of computer network security measuregst@annaire specifically designed
for network security therefore it further gatheformation about need of intrusion
detection system and investigates challenges temumtrusion detection systems.
Questionnaire used for survey consist questionedasn scale. Likert scale provides

a statement, which respondent is asked to evallibtelikert scale used is balanced
on both the side of neutral option. Likert sc4ld? is used because one of standard

scale to collect opinion experiences or speciftada

. Pune IT industry

The researcher has used purposive sampling methséléct region for the study.
Researcher has selected Pune region because redjlohub and most of the leading
IT companies have branch in Pune. Along with legdiompanies many emerging
companies are located in PuSampling technique used is Purposive Quota Sampling
Population for this study is IT industrial unit®fn Pune region. Size of population is 200
IT industries. Sampling frame used for the stud@GsIT industrial units. Parameter of
interest for this study: Determining need and @mges of computer network in selected

IT industrial units.
» Background of respondent

Respondent are selected those who are working imduistry with more than two
years of experience. Researcher has selectedlamdg employees who actually work

on network security or network security relatedjgcts.

4.2.Network security issues

An attempt was made to meet one of the objectiveki® study which is “to
study Network security importance and issues innidustrial units of Pune”. The
primary data collected from the respondents fronmindustrial units of Pune region.
To study importance of security parameters likeuggc threats, what level of
confidential data is stored on machine connectedutih network and relationship

between security and cost is surveyed.
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4.2.1. Intrusion based security attack

The rise of computer network and emerging technetomade computer network
security work very challenging. In spite of variaougasures of network security, still
computer connected through network have high piisgilof security attacks.
Intrusion based security attacks are viable on machonnected through network.
Connection through network is need of hour. To keeggcure network connection is
very challenging. Computer network security is vesgential. IT industrial units are
surveyed whether computer connected through netivavie possibility of intrusion

based security attack or not.

Table 4.1 viability of Intrusion based Securityaaks

Possibility of security attack
on any computer connected | SA A N DA SD | TOTAL
through network

No. of response 11 15 2 1 1 30

Percentage of response 371% 50% % | 3% 3% 100

Source : Primary data

Note: SA- Strongly Agree, A -Agree, N —Neutral (néher agree nor disagree)
DA- Disagree, SD- strongly Disagree

The objective of table 4.1 is to know the posgipibf security attack on any
computer connected through network. It is measoretive point likert scale having
items like strongly Disagree, Disagree, Neutralitfrez agree nor disagree) Agree,
and Strongly Agree . Of the total 30 companies, 8&®hpanies agree or strongly
agree that there is strong possibility of secuaithack to computer, only 7 % neither

agree nor disagree and 6% disagree or stronglgrisa

The chart 4.1 indicates the possibility of secuatiack on any computer connected

through network. Of the total 30 companies, 26 cangs agree or strongly agree
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that there is strong possibility of intrusion baseaturity attack to computer, only

neither agree nor disagree and 2 disagree or $yrdigagree

Chart 4.1: Rsponse to likert scale used to know about po#gibil Intrusion based Securi

attacks

Intrusion based Security attacks are viable on any
computer connected through network.

16
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4.2.2. Why network security is important?

Importance of computer network security is extrgmetportant one of the maj
reason for this i€onfidential data is stored on the computers. Defyn more you
keep valuables at your house more you are concetn@at house security. Simila
if highly confidential data is stored on computeart security is more indispensal
To understand thisurvey is done to inquire, do confidential datastered or

computers of IT industrial un?

The table 4.2presents that confidential data is stored on thenptgers of
organization. Of the total 30 companies, 59% redpats agree or strongly agreet
highly confidential data is stored in their computenly 17% neither agree n

disagree and 24 % disagree or strongly disau

Table 42 Highly confidential data is stored on the conapsiof the organizatic
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Confidential data is stored on compters | SA A N DA SD

No. of response 11 | 7 5 5 2

Percentage of respor 36%|23% | 17% | 17% | 7%

Source : Primary data

Note: SA- Strongly Agree, A -Agree, N -Neutral (neither agree nor disagree
DA- Disagree, SD-strongly Disagree

The chart 4.2presents that confidential data is stored on thenpcters o
organization. Of the total 30 respondents, 18 nedeots agree or strongly agree 1
highly confidential data is stored in their compatef their organization, only

neither agree nor disree and 7 disagree or strongly disagree.

Chart 4.2: Rsponse to likert scale used to about confidedétd is stored o

computers

Highly confidential data is stored on the computers of the
organization.

STRONGLY AGREE AGREE NIETHER AGREE DISAGREE STRONGLY
NOR DISAGREE DISAGREE
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4.2.3. Does compromise with security affects cost?

Other than data confidentiality one most importaaison for requirement of security
is cost and financial factors. Compromise withusigg affects cost. Compromise
with security increases cost like hardware codtwsme cost, maintenance cost, cost

of data loss and cost of incorrect decision making.

It can be observed through the table 4.3 thatrggda associated with cost. Of the
total 30 companies, 100% () companies agree omgltyoagree that Computer
network security is very essential because Com@emith security affects cost.

Table 4.3Negligence in security affect cost

SA A N DA SD
Negligence in security affect cost

No. of response 24 6 0 0 0

Percentage of response 80% 20%0D% 0% 0%

Source : Primary data

Note: SA- Strongly Agree, A -Agree, N —Neutral (niéher agree nor disagree)
DA- Disagree, SD- strongly Disagree

Chart 4.3 represents that security is associaidcost. Of the total 30 respondents,
all 30 respondents agree or strongly agree thatpDten network security is very

essential because Compromise with security affaxgs
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Chart 4.3: Rsponse to likert scale used to know relationshtpvéen compute

security and cost

Computer network security is very essential because
Compromise with security affects cost
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Accountability of security

Usually it is assumed that computer network segustaccountability of networ

admin or security employees but from the t interesting observation can be ma

Table 4.4 Acountabilityof Computer security in the organizati

Security is accountability of everyone ir S| A i Dl
organization
No. of response 21 | 8 1 0 0
Percentage of respot 70%| 27% | 3% | 0% 0%

Source : Primary data

Note: SA- Strongly Agree, A -Agree, N -Neutral (neither agree nor disagree

DA- Disagree, SD-strongly Disagree
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The objective of this tak 4.4is to know what respondent think and experienceit
accountability about computer network security. 9Zéfnpanies agree or strong
agree that network security is accountability oérgene in the organization ,only 2

neither agree nor disagree antone disagree or strongly disagr

Chart 44 shows Of the total0 companies27 companies agree or strongly acthat

network security is accountability of everyonehe brganizatio

Chart 4.4: Rsponse to likert scale used to know ataccountability ocomputer

security.
Computer security is an accountability of everyone in
the organization.
25
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4.3. Importance of intrusion detection syster

Generally it is considered that if we have antisinur computers are secure but if
have firewall along with antivirus our computer wetk is completely secure. 1
undersand this, a five point likert scale is used hawvitegns like scale having iten

like strongly Disagree, Disagree, Neutral (neitagree nor disagree) Agree, ¢
Strongly Agree.

Very interesting observation is done through thisvey that only 23% agree
strongly agree that havinantivirus along with firewall is sufficient ttmakes

computer network completely secure. Whereas 6<0f respondentdisagree or
strongly disagree.
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The table 4.5shows whether popular security software is sufficiéo secure
computer completely. Of the total 30 companies, games 23% agree or strong
agree thaHaving both antivirus and firewall is sufficient tnakes your computt

network completelgecur, only 13% niether agree nor disagree and 64%gbsaot
strongly disagree .

Table 4.5 $curity components to mal computer network completely sect

Having both antivirus and firewall makes

SA| A N DA SD
your computer network completely secure

No. of response 0 7 4 15 4

Percentage of respor 0% | 23% |13% |50% | 14%

Source : Primary data

Note: SA- Strongly Agree, A -Agree, N -Neutral (neither agree nor disagree
DA- Disagree, SDstrongly Disagree

Chart 4.5.: Rsponse to likert scale useiknow that use of antivirus and firewall

sufficient for complete security

Having both antivirus and firewall makes
your computer network completely
secure.
STRONGLY AGREE | 0 |
AGREE | | d 7
NIETHER AGREE NOR DISAGREE | | 4
DISAGREE | | d 15
STRONGLY DISAGREE | 4
0 2 4 6 8 10 12 14 16
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Table4.6 Importance otrusion Detection System (ID

IDS is must for network security SA A N DA SD
No. of response 17 11 2 0 0
Percentage of respot 57% 36% | 7% 0% 0%

Source : Primary data

Note: SA-strongly Agree, A- Agree, N Neutral (neither agree nor disagree

D -Disagree, SD-Strongly Disagre

The table 4.6gives information about importance of intrusionadgion system fo

security management. Of the total 40 companies, 88Pbpanies agree or strong

agree that IDS intrusion detection system is maustdmputer network security, or

7% neither agree nalisagree and % disagree or strongly disa¢

Chart 4.6: Rsponse to likert scale used to know how essdbiialiare

Intrusion Detection System (IDS) is must
for effective network security

management.
STRONGLY AGREE | ' ' ' ' ' ' ' '
AGREE | | | | | —
NIETHER AGREE NOR DISAGREE | 2
DISAGREE |
STRONGLY DISAGREE |

16 18
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Anomaly Based IDS versus Signature Based IDS

Two popular categories of intrusion detection systere available ;Anomaly Based
IDS and Signature Based IDS(SB- IDS). intrusionedgbn products perform
signature analysis. Signature analysis is pattaattinng of system settings and user
activities against a database of known attacksoArady based IDS perform analysis
finds variation from normal patterns of network aeior. Possible intrusions are

signalled when observed values fall outside thenabrange.

The table 4.7 depict that which type of intrusa®tection system more useful for the
companies. Of the total 30 companies, 80% compaaggee or strongly agree that
Anomaly Based IDS (AB-IDS) are more suitable for ouganization than Signature

Based IDS(SB- IDS), only 20 % neither agree noaglise and no one disagree or
strongly disagree .

Table 4.7 Anomaly Based IDS versus Signature BH3&d

Anomaly Based IDS are better thar s A : L =L
Signature Based IDS
No. of response 10 14 6 0 0
Percentage of response 33% 479 20% 0% 0%

Source : Primary data

Note: SA- strongly Agree, A- Agree, N —Neutral (néher agree nor disagree)
D -Disagree, SD- Strongly Disagree

Chart 4.7 depict that which type of intrusion détet system more useful for the
companies. Of the total 30 companies, 24 compaag®e or strongly agree that

Anomaly Based IDS (AB-IDS) are more suitable for ouganization than Signature
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Based IDS(SB- IDSdnly 20 % neither agree nor disagree and no disagree o

strongly disagree .

Chart 4.7: Rsponse to likert scale used to know Anomaly b#3&dare better tha
signature based IDS.

Anomaly Based IDS are more suitable
for our organization than Signature

Based IDS.
STRONGLY AGREE jr+—+—+—+—1' 10
AGREE 14
NIETHER AGREE NOR DISAGREE 6
DISAGREE | 0
STRONGLY DISAGREE | 0

0 2 4 6 8 10 12 14 16

4.4. Issues related to intrusion detection syste

This research intend® study implementation and monitoring issues dfukion
detection system. Issues identified are threatscdamputer network security
Challenge to intrusion detection system and Imnt parameter to for selection «

intrusion detection syste

» Threats to computer network security

There are varioushreat: to computer network security like Virus/worm atta
unauthorized accessjalicious attack, Denial of service. This study made an gtte

to know which one is most critical computer netwsécurity threa

The table illustrate that out of 30 responden®sregspondents identifies most criti
security threat is Unauthorized acces®$ respondents considers that Virus/wi
attack are critical, 3 respondents Malicious attackl , remaining 3 responde

considers Denial of service attack very critic
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Table 48 Most critical security threat to computer netkveecurit

Sr. No. | Most critical security threat to compur No of Response in
network security responden percentage

1 Unauthorized acce 19 63%

2 Virus/worm attack 5 17%

3 Malicious attac 3 10%

4 Denial of servic 3 10%

Total 30 100%

Source : Primary dai

The chart 4.8llustrate that 63% respondents identifies maotsical security threa
is Unauthorized access, 17 % believe Virus/wattack, 10 % Malicious attack a

, remaining 10 % Denial of servic

Char 4.8: Most critical threat to netwodecurit)

Most critical security threat to computer
network security

M Denial of service
10%

i Malicious attack
10%

H Virus/worm
attack.
17%

M Unauthorized
access
63%
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* Most critical challenge to intrusion detection sysm

Intrusion detection system provides next layer émusity, but there are many
challenges. Identifying type of intrusion (IDS musihtly identify intrusion type),

false alarm about attack (false alarm means eétiack is detected normal or normal
data is identified as attack), alerting mechanisisef friendly), updating signature

policy (signature database must be regularly upljate are

The table 4.9 illustrate that most critical chajerfor intrusion detection system as
per 16 respondents is false alarm . 10 respondsmisider identifying type of
intrusion, 3 respondents consider alerting mechanvkereas only 1 respondent says

updating signature policy.

Table 4.9 Most critical challenge to monitor iniarss using IDS

Sr. No. Most critical challenge to monitor No of Response in
intrusions using IDS? respondents| percentage

1 Identifying type of intrusion 10 34%
2 False alarm about intrusion. 16 53%
3 Alerting Mechanisms. 3 10%
4 Updating Signatures/Policies. 1 3%
Total 30 100%
Source : Primary data

The table illustrates that most critical challerigeintrusion detection system as per

53% Pune IT industrial units is false alarm abaitruision. 34% respondents consider
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identifying type of intrusion, 10% respondents ddes alerting mechanism where
only 3% respondent says updating signature pt

Chart 49 Most criticalchallengeto monitor intrusions using IC

which one is challenge to monitor intrusions

using IDS
[~ Updating
Signatures/Policies

i Alerting

Identifying type of
intrusion
34%

M False alarm about
intrusion
53%

* Important parameter to for selection of intrusiondetection systern

There are many parameters which are consideresefection of intrusion detectic
system. Parameters like how popular the IDS prodyacivhether it has cacity to
detect new intrusion, easy and user friendly useerfiace, what is accuracy
intrusion detection are considered import

The table 4.10demonstrate that most important parameteaccuracy of intrusio
detection. of the 30 respondents , 23 rondents says Accuracy of intrusion detec
is most important . 1 respondent consider prodopufarity very important where:
6 respondent thinkapacit' to detect new intrusion is imperative. No one cder
best user interface important parameteiselection of IDS.
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Table 410 Most important parameter while selecting intrasletection syste

Sr. No. | Most important parameter while select No of Response in
intrusion detection system for the secu | responden | percentage

management of your organizatic

1 Product popularit 1 3%

2 Capaegior to detect new intrusion 6 20%

3 Best user interfac 0 0%

4 Accuracy of intrusion detectic 23 7%
30 100%

Source : Primary dai

The chart 4.1&hows respondents 77% says Accuracy of intrusidectien is mos
important . 3% respondents consider product popylaery important whereas 20

respondent thinkapacit' to detect new intrusion is imperative.

Chart 41C: Most important parameter foelection ofIDS

Most important parameter while
selecting intrusion detection system

Product Capacity to
popularity detect new

3% intrusion  ® Product popularity
20%

H Capacity to detect new
intrusion

M Best user interface
Best user

interface
0% M Accuracy of intrusion

detection.

Accuracy of
intrusion
detection.
77%
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4.5. Testing of hypothesis

Hypothesis 1.

The first hypothesis of the study ‘iltrusion based security attack has become

global challenge to IT sector”.

This hypothesis has been tested by using percentagstudy this, parameter like
possibility of security attack on computer conndcterough network, confidential
data, cost security relationship, security accduititpis considered. To understand in
depth, study is done, to recognize which securitpclt is most crucial for IT

industrial units of Pune Region.

Table 4.11: Network security issues survey

Network security issues SA A N D SD Total
Intrusion based security attacks are
) 11 15 2 1 1 30
viable on computer
Highly Confidential data is stored gn
11 7 5 5 2 30
computers
Negligence in security affects cost 24 6 0 0 0 30
Security is accountability of
] T 21 8 1 0 0 30
everyone in the organization
Total (percentage) 67 36 8 6 3 120
Percentage 55.83% 30.00% 06.66%  05.00%  02.50% 100%
Source : Primary Data (30 IT industrial units of Pune region)

Note: SA- strongly Agree, A- Agree, N —Neutral (néher agree nor disagree) D -
Disagree, SD- Strongly Disagree

85.83% Respondent agree or strongly agree thatonletsecurity is essential, it is a
global challenge to IT industrial units and 6.6 aleutral whereas 7.5 disagree of

strongly disagree.
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It is observed that majorities of companies considetrusion based security attack

has become global challenge to IT sector. 85.83)8éeaor strongly agree for this.

Therefore it is concluded that ‘Intrusion basedusgg attack has become global

challenge to IT sectorHence hypothesis of the study is accepted.

Hypothesis 2

Second hypothesis of the study“istrusion detection systems are essential for

computer network security”

This hypothesis has been tested by using percen§é companies disagree or
strongly disagree that having both antivirus améwall is sufficient to makes your
computer network completely secure. It means compado not rely only on

antivirus, firewall for maintaining secure networkchey use other security
components also. Further 93% companies agree arghyr agree that IDS intrusion

detection system is must for computer network sgcur

Thus, Intrusion detection systems are highly rexfufior effective computer network
security. Therefore we accept the Hypothesis anttlade that Intrusion detection
systems are essential for computer network seciiagpnce hypothesis of the study

is accepted.

Hypothesis 3.

Third hypothesis of the study f#\ccurate detection of intrusion attack carries
immense value in security management and Current IB needs improvement in

accuracy of intrusion detection”

To study this, study is done on the basis of mogiortant parameter for selection of
intrusion detection system is considered. Alonghwitis study is done to identify

most critical challenge for intrusion detectiontsys is taken.

This hypothesis has been tested by using percenid@@e companies say ‘Accuracy

of intrusion detection’ is most important for selen of IDS.
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53% Pune IT industrial unit identifies false alagemeration as most critical challenge
for intrusion detection system. False alarm areatly associated with accuracy of
IDS. If accuracy of IDS is high means less falsegrak are generated.

Therefore we accept the Hypothesisand conclude that ‘Accurate detection of

intrusion attack carries immense value in secumignagement, Current ids needs
improvement in accuracy of intrusion detection’
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Chapter 5

Experiments execution and

Design of Framework

5.1. Introduction

This is an experiment based research, this chabédiorates experimental design,
details of experiment performed on network datavidus chapter demonstrate that
accuracy is vital for intrusion detection. To pm&iaccurate intrusion detection ,new
framework is required .This chapter elaborates exmtation performed for
intrusion detection followed by analysis. Furth@sults are analyzed on the basis of
performance measurement terms like correctly dladsinstances, true positive rate,
false positive rate etc. and finally give detailsoat designs of framework for

detection of intrusion attack to strengthen compuétwork security

5.2. Experiment design

The specific questions that the experiment is uéeinto answer must be clearly
identified before carrying out the experiment. istresearch work analysis is done
on data collected from experiment. It is wisedkettime and effort to organize the
experiment properly to ensure that the right typdata, and enough of it, is available
to answer the questions of interest as clearlyedhdently as possible. This process

is called experimental design .

Primary objective of this study is to build framewdor intrusion detection using

data mining. Experiments are performed using Yailhg design strategy.
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1. Selection of dataset.

2. Recognize types of intrusion attack and their dpation.

3. Applying appropriate data preprocessing techniques.

4. Applying appropriate classification technique.

5. Performance measurement terms for evaluation esitier performance.

6. Choosing best classifier to build model for intarsdetection.

In this experimental research initially data setaisen for experiments. Data set have
different Features available and types of atta&k IDoS, Probe and U2R. Data
preprocessing techniques like data cleaning, remaenissing value, removing
redundant and unnecessary attributes is applieddataset. Feature selection
techniques are used to select most relevant featiame intrusion detection. For
experimentation, classification methods like dexistree, Bayes net, rule based
classifier, ensemble methods are planned to useisiDe tree based J48 algorithm,
rule based OneR algorithm and bayes based bayeslgatithms are taken as
classifiers. Classifier performance is evaluatededaon performance measurement
metrics like correctly classified instance, relatierror, absolute error, True positive
rate, false positive rate and confusion matrix .kavesoftware is used for

experimentation

In this study, the experiments were conducted Wahg the Knowledge Discovery in
Database process model. The Knowledge DiscoveDatabase process model starts
from selection of the datasets. The dataset usdtlisnstudy has been taken from
KDD Cup dataset available on line. The major psepssing activities include fill in
missed values, remove outliers; resolve inconsigen integration of data that
contains both labeled and unlabeled datasets,réeateduction . Attribute selection
methods are applied .A total of 21,533 intrusionords are used for training the
models. For validating the performance of the detbanodel, a separate 3,397

records are used as a testing set.
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10 experiments are planned to performed usingwviatlg classifiers, validation
methods, preprocessing and ensemble methods
* For experimentation 3 basic classifiers are used.

«+ Decision tree classifier
+ Rule based classifier
+ Bayes net classifier

» All the three types of classifiers are tested with validation strategies

s Percentage split
% 10 fold cross validation.

* Two data preprocessing filters are used.
% Supervised attribute selection

«» Discritization

« Two ensemble methods are used
« Bagging

+«+ Boosting

5.2.1. Performance measur ement terms

To evaluate performance of classifier, performaneasurement terms are following
1) Correctly classified instance

The correctly and incorrectly classified instansd®w the percentage of test
instances that were correctly and incorrectly di@ss The percentage of

correctly classified instances is called accu@cyample accuracy.
2) Kappa statistics

Kappa is a chance-corrected measure of agreemevediethe classifications and
the true classes. Kappa statistics is calculatedkipg the agreement expected by
chance away from the observed agreement and divigirthe maximum possible
agreement. A value greater than O means that fibas&8 doing better than

chance.
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3) Mean absolute error, Root mean squared error, Relative _absolute error

The error rates are used for numeric predictiomerathan classification. In
numeric prediction, predictions aren’t just rigbt wrong, the error has a

magnitude, and these measures reflect that.

Confusion matrix

A confusion matrix contains information about a&ttuand predicted
classifications done by a classification systemrfdPmance of such systems is
commonly evaluated using the data in the matribe Tdllowing table shows the
confusion matrix for a two class classifier. Theries in the confusion matrix

have the following meaning in the context of tHisdy:
« ais the number oforrect predictions that an instancenegative,
« bis the number aincorrect predictions that an instancepesitive,
- cisthe number aoncorrect predictions that an instannegative, and

- dis the number oforrect predictions that an instancepesitive.

Table 5.1 confusion matrix

Predicted
Negative Positive
Actual | Negative A B
Positive C D

Several standard terms have been defined for tdh&sg matrix:

- Theaccuracy (AC) is the proportion of the total number of predios that

were correct. It is determined using the equation:
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_ a+d
ﬂc_a+b+c+d

« Therecall ortrue positive rate (TP) is the proportion of positive cases that
were correctly identified, as calculated usingeheation:

« Thefalse positive rate (FP) is the proportion of negative cases that were
incorrectly classified as positive, as calculatethg the equation:

__ b
FP_.:;:+E:'

« Thetrue negative rate (TN) is defined as the proportion of negative cases

that were classified correctly, as calculated usiegequation:

- Thefalse negative rate (FN) is the proportion of positives cases that were

incorrectly classified as negative, as calculatadgithe equation:

- Finally, precision (P) is the proportion of the predicted positive catbes

were correct, as calculated using the equation:

5.2.2. Data set-NSL KDD

The data set used to perform the experiment inrdgearch is taken from NSL-
KDD Data set. The data set was chosen to assess anl to detect intrusion. This
dataset [2] contains 41 features.
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NSL-KDD is improved version KDD cup 99 . KDD Cup ieh is widely accepted
as a standard dataset for research work. NSL-KDiBsea is public dataset available
for research work ,it represents picture of reatldvmetwork data. In addition, the
NSL-KDD dataset has rational number of recordgamtand test sets. This offers a
reasonable way to run the experiments. Consequastbessment results of different

research work will be consistent and comparable.

In NSL KDD dataset all the connections are labelsdnormal or attacks. Attacks

falls into 4 major categories.

DOS :- Denial of Service
Probe :-Gather information about the targeted network

U2R :- unauthorized access to root privileges,

0N

R2L :- unauthorized remote login to machine.

In this dataset, features can be categorized imo8pg namely Basic features,

content based features and time based features.

* This dataset have two types of sets namely traisgtgand test set. Training set
has approx 50, 00,000 connections whereas Tedtase8, 00,000 connections.
There are many attack types, which are provideGest data are not available in
the training data. This gives more realistic pietof real world. Train set have 22
attack types. Test data have additional 17 nevelatiges that belong to one of

four major categories.

Featuresavailablein KDD dataset
These features can be categorized as follows.

Time based features have two types same hostrésatuind same service features
.The ‘same host’ features examine protocol behayservice etc. it inspect the
connections in the past two seconds that haveaime slestination host as the current
connection. The related ‘same service’ featurepdasonly the connections in the

past two seconds that have the same service asittent connection.
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Host based traffic features .Some probing attackesthe host computer by taking
larger time interval. therefore, connection recoveklre also sorted by destination
host, and features were constructed using a winafoh00 connections to the same

host instead of a time window.

R2L and U2R attacks do not have sequential patthatsare frequent in most of the
DOS and probing attacks. DOS and probe attackspgcewany connections to some
host in a very small period of time, whereas R2d &2R attacks usually occupy

only single connection.

Content features like number of failed login atsnare analyzed by an algorithms
which uses domain knowledge to add features tlukt flor suspicious behavior in the

data portions.

A complete listing of the set of features defined the connection records is given

below.

Basic features of individual TCP connections are:-

Duration
This feature represents length (hnumber of secasfdfe connection.
* Protocol_type
This feature represents type of the protocol, Bcg, udp, etc.
» Service

This feature represents network service on theirdgsin, e.g., http, telnet,

etc.
* Source_bytes

This feature represents number of data bytes fimmcs to destination
» Destination_bytes

This feature represents number of data bytes frestirthtion to source

108



Chapter 5- Experiments execution and design of Eveork

* Flag
This feature represents normal or error statuke@tbnnection
* Land
This feature represents whether it is from/to saost/port. Value is 1 if
Connection is from/to the same host/port otherwadae is 1.
* Wrong_fragment
This feature represents number of ‘wrong’ fragraent
* Urgent

This feature represents number of urgent packets

Content features within a connection suggesteddnyaih knowledge.
* Hot
This feature represents number of ‘hot’ indicat
* Num_failed_logins
This feature represents number of failed logiarafits
* Logged in
This feature represents value 1 if successfullgdolin, otherwise value is 0
*  Number_compromised
This feature represents the number of ‘compromisaaditions
* Root_shell

This feature represents 1 if root shell is obtajrtkderwise gives O.
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e Su_attempted

This feature represents 1 if ‘su root’ commandratited; O otherwise
* Number_root

This feature represents the number of root accesses
* Num_file_creations

This feature represents number of file creatiornragpns.
*  Num_shells

This feature represents number of shell prompts.
e Num_access_files

This feature represents number of operations oesgowontrol files .
Num_outbound_cmds

This feature represents number of outbound comdmaman ftp session
* Is_hot_login

This feature represents 1 if the login belongh&‘hot’ list; O otherwise
* Is_guest_login

This feature represents 1 if the login is a ‘gulegfin; O otherwise

Traffic features

* Count

This feature represents number of connectionsdaséime host as the current

connection in the past two seconds
The following features refer to same-host connestio

* Serror_rate
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This feature represents the percentage of conmsctiat have ‘syn’
Errors

* Rerror_rate
This feature represents the percentage of conmsctiat have ‘rej’
Errors

e Same_srv_rate
This feature represents the percentage of conmsctiothe same
Service

» Diff_srv_rate
This feature represents the percentage of coimnmedb different
Services

 Srv_count

This feature represents number of connectionthéosame service as the

current connection in the past two seconds.
The following features refer to these same-sere@eections.
e Srv_serror_rate
This feature represents the percentage of conmsctiat have ‘syn’
Errors
e Srv_rerror_rate
This feature represents the percentage of conmactiat have ‘rej’ errors
e Srv_diff host_rate

This feature represents the percentage of coinedb different hosts
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The new version of KDD data set, NSL-KDD is publi@vailable for researchers
through website. It can be applied as an effedtaedard data set to help researchers

compare different intrusion detection methods.

There is strong need of useful algorithms for ngrtime unstructured data automatically.

5.2.3. Brief description of Weka software

WEKA (Waikato Environment for Knowledge Analysié%l software offers data

mining tasks by a collection of machine learningpaithms. It contains tools for data
preprocessing, classification, regression, clusgeri association rules, and

visualization. For this research purpose, the iflagagon tools were used.
WEKA has four different modes to work in.

» Simple CLI; provides a simple command-line inded that allows direct execution
of WEKA commands.

» Explorer; an environment for exploring data WitHEKA.

*Experimenter; an environment for performing expemts and conduction of
statistical tests between learning schemes.

» Knowledge Flow; presents a ‘data-flow’ inspiiaterface to WEKA.
For most of the tests performed for this researokywhich will be explained in

more detail later, the explorer mode of WEKA igdisMain screen of weka software

is shown in figure 5.1.
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Figure 5.1 Weka software main screen

Weka softward® needs its input data in ARFF format . ARFF filemat M s

explained below.

* A dataset has to start with a declaration of itn@a
@relation name

* This is followed by a list of all the attributes tine dataset (including
the predicted attribute). These declarations hlagddrm:

@attribute attribute_name specification

* If an attribute is nominal, specification contamdist of the possible
attribute values in curly brackets:

@attribute nominal_attribute {first_value, secondlue, third_value}

e If an attribute is numeric, specification is rem@édcby the keyword
numeric: (Integer values are treated as real nusrnheNVEKA.)
@attribute numeric_attribute numeric

* In addition to these two types of attributes, thals exists a string
attribute type. This attribute provides the pods#ibito store a
comment or ID field for each of the instances ohagaset:

@attribute string_attribute string

» After the attribute declarations, the actual datairoduced by a tag:

@data
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* This is followed by a list of all the instances.elinstances are listed in
comma-separated format, with a question mark reptagy a missing

value.

* Comments are lines starting with %
Following isthe structure of Arff file used for experiment.
@relation 'NSL-KDD' @attribute 'duration’ real
@attribute 'protocol_type' {'tcp','udp’, 'icmp'}

@attribute 'service' {"aol', 'auth’, 'bgp’, 'codriecsnet_ns', 'ctf’, 'daytime’, 'discard’,
‘domain’, 'domain_u', 'echo’, 'eco_i', 'ecr_i's'iefexec’, ‘finger, ‘ftp', 'ftp_data/
‘gopher’, ‘harvest', 'hostnames', ‘'http', 'http427&ttp_443', 'http_8001', 'imap4’,
'IRC', 'iso_tsap', 'klogin', 'kshell', 'ldap’, Kin'login', 'mtp’, 'name’, 'netbios_dgm’,
'netbios_ns', 'netbios_ssn', 'netstat’, 'nnsptp"mtp_u’, 'other’, 'om_dump’, 'pop_2',
'‘pop_3', 'printer', 'private’, 'red_i', 'remote ‘jobje’, 'shell''smtp’, 'sqgl_net', 'ssh’,
'sunrpc’, 'supdup’, 'systat’, ‘telnet’, ‘tftp_uim'i’, ‘time’, ‘urh_i', ‘urp_i','uucp’,
‘'uucp_path’, 'vmnet', 'whois’, 'X11', 'Z39_50m'x}

@attribute 'flag' { 'OTH', 'REJ', 'RSTO', 'RSTOSRSTR', 'S0', 'S1', 'S2', 'S3', 'SF/,
'SH' }

@attribute 'source_bytes' real
@attribute 'destination_bytes' real
@attribute 'land’ {'0", '1'}
@attribute 'wrong- fragment' real
@attribute 'urgent’ real

@attribute 'hot’ real

@attribute 'num_failed_logins' real

@attribute 'logged_in' {'0’, '1'}
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@attribute 'num_compromised' real
@attribute 'root_shell' real
@attribute 'su_attempted' real
@attribute 'num_root' real
@attribute 'num_file_creations' real
@attribute 'num_shells' real
@attribute 'num_access_files' real
@attribute 'num_outbound_cmds' real
@attribute 'is_host_login' {'0, '1'}
@attribute 'is_guest_login' {'0", '1'}
@attribute 'count’ real

@attribute 'srv_count' real
@attribute 'serror_rate' real
@attribute 'srv_serror_rate' real
@attribute 'rerror_rate' real
@attribute 'srv_rerror_rate' real
@attribute 'same_srv_rate' real
@attribute 'diff_srv_rate' real

@attribute 'srv_diff_host_rate’ real

@attribute 'destination_host_count' real

@attribute 'destination_host_srv_count' real
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@attribute 'destination_host_same_srv_rate' real
@attribute 'destination_host_diff_srv_rate’ real
@attribute 'destination_host_same_source_port resk’
@attribute 'destination_host_srv_diff_host_ratal re
@attribute 'destination_host_serror_rate' real
@attribute 'destination_host_srv_serror_rate' real
@attribute 'destination_host_rerror_rate' real
@attribute 'destination_host_srv_rerror_rate' real
@attribute 'class'

This ARFF file format shows the format of datassed in this research.total 41

features are available in data set.

Initially @ relation tag shows the name of relatfde.

@ attribute tag shows name of all the attributes lmnone
@ data shows data taken for research in ARFFdiiet.
Sample ARFF file data

@data

0,tcp,ftp_data,SF,491,0,0,0,0,0,0,0,0,0,0,0,0,@M®M,2,0.00,0.00,0.00,0.00,1.00,0.0
0,0.00,150,25,0.17,0.03,0.17,0.00,0.00,0.00,0.08,80ormal,20

0,udp,other,SF,146,0,0,0,0,0,0,0,0,0,0,0,0,0,@@,8,1,0.00,0.00,0.00,0.00,0.08,0.15
,0.00,255,1,0.00,0.60,0.88,0.00,0.00,0.00,0.00,0cdMal,15

0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,000123,6,1.00,1.00,0.00,0.00,0.05,0.07,
0.00,255,26,0.10,0.05,0.00,0.00,1.00,1.00,0.00,0epdune, 19
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0,tcp,http,SF,232,8153,0,0,0,0,0,1,0,0,0,0,0,00M(,5,0.20,0.20,0.00,0.00,1.00,0.0
0,0.00,30,255,1.00,0.00,0.03,0.04,0.03,0.01,0.00,0ormal,21

0,tcp,http,SF,199,420,0,0,0,0,0,1,0,0,0,0,0,0,(0¢80,32,0.00,0.00,0.00,0.00,1.00,0.
00,0.09,255,255,1.00,0.00,0.00,0.00,0.00,0.00,0.00,normal,21

0,tcp,private,REJ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0001@1,19,0.00,0.00,1.00,1.00,0.16,0.
06,0.00,255,19,0.07,0.07,0.00,0.00,0.00,0.00,1.00,4eptune,21

0,udp,domain_u,SF,44,133,0,0,0,0,0,0,0,0,0,0,00®,73,75,0.00,0.00,0.00,0.00,1.
00,0.00,0.03,122,212,0.88,0.02,0.88,0.01,0.00,0.08,0.00,normal

0,icmp,eco_i,SF,8,0,0,0,0,0,0,0,0,0,0,0,0,0,0,01016,0.00,0.00,0.00,0.00,1.00,0.00,
1.00,2,46,1.00,0.00,1.00,0.26,0.00,0.00,0.00,0008m

0,tcp,uucp,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,699,1.00,1.00,0.00,0.00,0.07,0.06,0.
00,255,11,0.04,0.07,0.00,0.00,1.00,1.00,0.00,0epiume

0,tcp,finger,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,023,a2,1.00,1.00,0.00,0.00,0.50,0.08,
0.00,255,59,0.23,0.04,0.00,0.00,1.00,1.00,0.00,0epdune

Above sample data shows data value for following features.

List of features

Duration , Protocol_Type , Service , Source_BytBgstination_Bytes , Flag , Land ,
Wrong_Fragment , Urgent , Hot , Num_Failed Logins Lpgged In ,
Num_Compromised , Root_Shell , Su_Attempted , NuootR Num_File_Creations
Num_Shells , Num_Access_Files , Num_Outbound Cmis,Hot Login ,

Is_Guest_Login, Count, Serror_Rate , Rerror_R&®@me_Srv_Rate ,Diff Srv_Rate

Srv_Count , Srv_Serror_ Rate , Srv_Rerror_ Rate , [@iff Host Rate,
Destination_host_count, Destination_host_srv_count,
Destination_host_same_srv_rate, Destination_hd$étsdv_rate,

Destination_host_same_source_port_rate, Destindtast_srv_diff _  host_rate,
Destination_host_serror_rate, Destination_host sawor_rate,

Destination_host_rerror_rate,

117



Chapter 5- Experiments execution and design of Eveork

For experiment, weka software is used. Figure fesents weka software
explorer screen,which provide facility to open dilmto csv format and convert it to
arff file format. Weka is machine learning and datming software weka software
analyses any file based on the attributes. Wekages explorer to analyze any file
Following figure shows explorer screen which représ the relation between any
attribute and related class label. Explorer modehssen as it has capability to

represent analysis in graphical way also.

Qroiron NI DO 00 | | i)
Preprocess | Classiy | Custer | Assodate | Select atrbutes | Visusize|

f Gpen ... 1 OpznURL.. ]| OpenDB.. i Generate. . J Undo [ Edt... ]| Save... |

Fiter

Chossz |None Apply

Current relation Selected ttribute

Relation: KDDTrain+ith attacktype-eks.fiters, nsUpervised.attrbLte Remove-R43 Atributzs: 42 Name: durstion Type: humeric
Instances: 125973 Sumof welghts: 125973 Missing: 0 (0%) Distinct; 2981 Uniqus: 254 (2%)

Attributes Statistic Value

Vinimum o
[ Al I None I Invert ]| Pattern | e

Mean 267,145
‘ No. Name StdDev 2604.515

[Ffag
s1c_bytes
dst_bytes

land
[wrong_fragment
9| Jurgent Class: Attack type: (Nom) > | Visualze All
10[] hot

1] num_failed_logins L4
12[ [logged_in |

13| num_compromised
14 root_shel

15[ lsu_attempted
16]| num_root

17|] rum_file_creations
18] rum_shels

18] | num_access files

20["| num_outbound_cmds
21| is_hest Jagn

I ‘1

r T 1
0 21464 418

o o | gt
wa | ™

5:30 AM i

POl 0]
LA 10/7/2013

Figure 5.2 Weka Explorer Screen

5.3. Details of experiments

All experiments are performed in a computer witle tbonfigurations Intel(R)
Core(TM) 2 CPU 2.16GHz, 4 GB RAM, and the operatsygtem platform is
Microsoft Windows XP. Weka is collections of maahilearning algorithms for data

mining tasks.

Experiments are performed in following manner.
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In the beginning, in order to execute experimethts,researcher selected

the dataset, for experiment NSL KDD data set isluse
Further, data mining software weka is used .

The selected dataset is converted to ARFF file &rrARFF is the file
format supported by Weka.

To come up with cleaned datasets preprocessing tagkundertaken for

underling missing values, removing additional feasu

Feature selection methods are used to select tse nglevant features for
intrusion detection. For feature selection, theseaifiltering technique
which is called Attribute Selection under superdisgproach or under
select attribute menu. Evaluate the trained cl@ssiising all attributes or
some selected attributes by excluding unimporta&attuires to achieve
Feature ranking and selection of relevant featukéier selecting either all
features or some selected features develop thef@asnodel for different
predictive modeling techniques. A supervised aitelfilter that is used to
select attributes, is very flexible and allows vas search and evaluation

methods to be combined.
Train the classifier using WEKA data mining softear

Here, there were a number of experiments done bggihg different test
options and classifier techniques. The performaswaparison between

different experimentation was evaluated and disaliss

Further a training model which gives best perforogafor classification is

selected for this study

Lastly, the selected model for this study is teddgdpreviously unseen
records which were unlabelled that enable to detexitihhe performance of

the selected model.
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Experiment no. 1:

The aim of this experiment is to investigate andleate the performance of J48
classification algorithm with percentage split dalion method. In this experiment
data is trained with J48 algorithm with defaultgraeters.

Figure 5.3 shows sample output for J48 classificasiigorithm with percentage split

validation method with Test mode: split 75.0%irr remainder test

Scheme: weka.classifiers.trees.J48 -C0.25-M 2

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised. attribute.Remove-R43-
weka.filters.supervised.attribute. AttributeSelection-
Eweka.attributeSelection.CfsSubsetbval -
Sweka.attributeSelection.BestFirst-D1 -N 5

Instances: 125973

Attributes: 20

=== Evaluation on test split ===

=== Summary ===

Correctly Classified Instances 31408 99,7301 %
ncorrectly Classified Instances 85 0.2699 %
Kappa statistic 0.9955

Mean absolute error 0.0003

Root mean squared error 0.0148

Relative absolute error 0.6348 %

Figure 5.3 Performance of J48 classification algm with percentage split

In this experiment, J48 classifier algorithm run a@rraining set with 20 attributes
took 53.89 seconds to build the model and the mgeelerated tree with a J48
decision tree having 698 numbers of leaves anddfizeee is 811. Total Number of

examples taken for experiment is 31493
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Experiment no. 2:

The aim of this experiment is to investigate andleate the performance of J48
classification algorithm with 10 fold cross valigat method. In this experiment data
is trained with J48 algorithm with default paramste

Created decision tree has having 698numbers okd$eand tree size is 811 size.
Figure 5.4 shows sample output for J48 classiboaalgorithm with 10 fold cross

validation method.

Scheme: weka.classifiers.trees.J48 -C 0.25-M 2

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Remove-R43-
weka.filters.supervised.attribute. AttributeSel ection-
Eweka.attributeSelection.CfsSubsetEval -
Sweka.attributeSelection.BestFirst-D1 -N 5

Instances: 125973

Attributes: 20

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 125648 99.742 %
Incorrectly Classified Instances 325 0.258 %
Kappa statistic 0.9957

Mean absolute error 0.0003

Root mean squared error 0.0145

Relative absolute error 0.656 %

Figure 5.4 performance 0fJ48 classification alfponi with 10 fold cross validation

In this experiment, J48 classifier algorithm run a@rraining set with 20 attributes
took 52.81 seconds to build the model and the mgeelerated tree with a J48
decision tree having 698 numbers of leaves andti@Elsizes with Total Number of
examples taken for experiment is 31493.This erpamnt shows True Positive Rate
0.997 ,false positive rate is 0.002,Precisior990. , Recall value of experiment is
0.997 , F-Measure is 0.997, ROC Area obthimrough experiment is 0.999.
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Experiment no. 3:

The aim of this experiment is to investigate andleate the performance of rule
based classification algorithm ONE R with perceataglit validation method. In this

experiment data is trained with ONE R algorithmhwdefault parameters.

Figure 5.5. shows sample output for rule basadsdication algorithm ONER with
percentage split validation method.

Scheme: weka.classifiers.rules.OneR -B 6

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Remove-R43-
weka.filters.supervised.attribute. AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval -
Sweka.attributeSelection.BestFirst-D 1 -N 5

Instances: 125973

Attributes: 20
=== Evaluation on test split ===

=== Summary ===

Correctly Classified Instances 28570 90.7186 %
Incorrectly Classified Instances 2923 9.2814 %
Kappa statistic 0.8443

Mean absolute error 0.0081

Root mean squared error 0.0898

Relative absolute error 15.3495 %

Figure 5.5 Performance of ONE R classificatioroathm with percentage split

In this experiment, rule based classification atganr ONE R run on a training set
with 20 attributes. True Positive Rate is 0.90%dd&ositive Rate is 0.042, Precision
observed is 0.898 ,Recall value obtained isOD®ith F-Measure 0.889 and
ROC area obtained through experiment is. 0.933.
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Experiment no. 4 :

10 fold cross validation method.

The aim of this experiment is to investigate andleate the performance of rule
based classification algorithm One R with 10 foldss validation method. In this
experiment data is trained with ONE R algorithnthvdefault parameters.

Figure 5.6 shows sample output for rule basessilaation algorithm One R with

Scheme: weka.classifiers.rules.OneR B 6

Relation: KDDTrain+with attacktype-

weka.filters.unsupervised.attribute.Remove-R43-

weka.filters.supervised.attribute AttributeSelection-

Eweka.attributeSelection.CfsSubsetEval-

Sweka.attributeSelection.BestFirst-D1 -N 5

Instances: 125973

Attributes: 20
=== Stratified cross-validation ==

P Sum maw e

Correctly Classified Instances 114527

Incorrectly Classified Instances 11446

Kappa statistic 0.8478

Mean absolute error 0.0079
Root mean squared error 0.0889
Relative absolute error 15.0351 %

80.9139 %

9.0861 %

Figure 5.6 Performance of ONE R classificatioroathm with 10 fold cross validation

with 20 attributes. True Positive Rate is

and ROC obtained through experiment is 0.935.

In this experiment, rule based classification atgar ONE R run on a training set
0.9¢8lse Positive Rate is 0.039,
Precision observed is 0.905,Recall value obtaised.909 with F-Measure 0.892
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Experiment no. 5:

The aim of this experiment is to investigate andleate the performance of Bayes
net classification algorithm with percentage sphiidation method. The classifier
uses 20 features out of the total 41 featuresréoning classifier. Figure 5.7 shows
sample output for Bayes net classification algomitwith percentage split validation

method.

Scheme:  weka.classifiers.bayes.BayesNet -D -Q
weka.classifiers.bayes.net.search.local.K2 — -P 1 -5 BAYES -E

weka.classifiers.bayes.net.estimate.SimpleEstimator — -A 0.5

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Remove-R43-
weka.filters.supervised.attribute. AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval-
Sweka.attributeSelection.BestFirst-D1-N5

=== Evaluation on test split ===

=== Summary ===

Correctly Classified Instances 30853 97.9678 %
Incorrectly Classified Instances 640 2.0322 %
Kappa statistic 0.9666

Mean absolute error 0.0017

Root mean squared error 0.0341

Relative absolute error 3.1659 %

Figure 5.7 Performance of BAYES NET classificatadgorithm with percentage split
TP Rate observed is 0.98 , FP Rate observedd82Q Precision observed is 0.983

Recall observed is 0.98 , F-Measure observed 098, ROC Area obtained
through experiment is 1.
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Experiment no. 6:

The aim of this experiment is to investigate andlgate the performance of Bayes
net classification algorithm with 10 fold cross idation method. Figure 5.8 shows
sample output for Bayes net classification algonitivith 10 fold cross validation
method.

Scheme: weka.classifiers.bayes.BayesNet -D -Q
weka.classifiers.bayes.net.search.local.K2 — -P 1 -5 BAYES -E

weka.classifiers.bayes.net.estimate.SimpleEstimator - -A 0.5

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Remove-R43-
weka.filters.supervised.attribute. AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval -
Sweka.attributeSelection.BestFirst-D 1 -N 5

Instances: 125973

Attributes: 20

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 123319 97.8932 %
Incorrectly Classified Instances 2654 2.1068 %
Kappa statistic 0.9654

Mean absolute error 0.0017

Root mean squared error 0.0349

Figure 5.8 performance of BAYES NET classificatadgorithm with 10 fold cross validation

In this experiment, bayes net classification alfyoni run on a training set with 20
attributes. True Positive Rate is 0.979, false tR@sRate is 0.003, Precision observed
is 0.982 ,Recall value obtained is 0.979 with€&asure 0.979 and ROC obtained

through experiment is 1.
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Experiment no. 7:

The aim of this experiment is to investigate théeaf of ensemble method on
classifiers performance. Ensemble method chosenefgeriment is boosting

Adaboost algorithm of boosting with 10 fold crosalidation method, is taken for
experiment. The classifier uses 20 features ouheftotal 41 features for training

classifier. Figure 5.9 shows sample output for\@#tB ensemble method Adaboost.

Scheme:weka.classifiers.meta.AdaBoostM1 -P 100 -51 -1 10 -W
weka.classifiers.trees.]48 - -C0.25-M 2

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised. attribute.Remove-R43-
weka filters.supervised.attribute. AttributeSelection-
Fweka.attributeSelection.Cfs5ubsetEval -
Sweka.attributeSelection.BestFirst-D1 -N5

Instances: 125873
Attributes: 20

=== Stratified cross-validation ==

=== Summary ===

Correctly Classified Instances 125790 99.8547 %
Incorrectly Classified Instances 183 0.1453 %
Kappa statistic 0.9976

Mean absolute error 0.0001

Root mean squared error 0.0106

Relative absolute error 0.2621 %

Figure 5.9 Performance of J48 classification atgor with boosting

In this experiment, J48 with boosting classifioatialgorithm run on a training set
with 20 attributes. True Positive Rate is 0.998Is¢ Positive Rate is 0.001, Precision
observed is 0.998 ,Recall value obtained i9®9With F-Measure 0.998 and ROC

obtained through experiment is 1.
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Experiment no. 8:

The aim of this experiment is to investigate théeaf of ensemble method on
classifiers performance. Ensemble method chosen efqyeriment is Bagging

algorithm with 10 fold cross validation method.eTtlassifier uses 20 features out of
the total 41 features for training classifier. Figb.10 shows sample output for J48

with ensemble method Bagging algorithm with 1ld foross validation method.

Scheme:weka.classifiers.meta.Bagging -P 100 -51 -1 10 -W
weka.classifiers.trees. 148 - -C0.25-M 2

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Remove-R43-
weka.filters.supervised.attribute. AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval-
Sweka.attributeSelection.BestFirst-D1-N 5

Instances: 125973

Attributes: 20

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 125697 99.7809 %
Incorrectly Classified Instances 276 0.2191 %
Kappa statistic 0.9964

Mean absolute error 0.0003

Root mean squared error 0.0124

Relative absolute error 0.6426 %

Figure 5.10 Performance of J48 classification aigm with bagging

In this experiment, J48 with bagging classificat@gorithm run on a training set
with 20 attributes. True Positive Rate is  0.99&lse Positive Rate is 0.001,
Precision observed is 0.998, Recall value obthiee 0.998 with F-Measure 0.998
and ROC obtained through experiment is 1.
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Experiment no. 9:

The aim of this experiment is to investigate eveduthe performance of J48
classification algorithm with 10 fold cross valigat method. In this experiment,
attribute selection filter is not applied, therefaall the 42 attributes are used for
construction of classification decision tree. Usitigese default parameters, the
classification model is developed with a J48 dedisiree having 671 numbers of

leaves and 852 tree size.

Scheme:weka.classifiers.trees J48 -C 0.25 -M 2

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Remove-R43

Instances: 125973

Attributes: 42

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 125666 99,7563 %
Incorrectly Classified Instances 307 0.2437 %
Kappa statistic 0.996

Mean absolute error 0.0003

Root mean squared error 0.0141

Relative absolute error 0.5621 %

Figure 5.11 Performance 0fJ48 classification atgor without attribute selection

In this experiment, J48 without feature selectialgorithm run on a training set with
42 attributes. True Positive Rate is 0.998 efd®sitive Rate is 0.002, Precision
observed is 0.997 ,Recall value obtained is ®Wkh F-Measure 0.997 and ROC

obtained through experiment is 0.999.
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Experiment no.10:

Data discretization is a procedure that takes a dat and converts all continuous
attributes to categorical. Supervised discretiratieethod is used here since majority

of datasets contains class labels.

Scheme: weka.classifiers.trees J48 -C 0.25 -M 2

Relation: KDDTrain+with attacktype-
weka.filters.unsupervised.attribute.Discretize-B10-M-1.0-Rfirst-
last-weka.filters.unsupervised.attribute.Remove-R43-
weka.filters.unsupervised. attribute.Discretize-B10-M-1.0-Rfirst-

last
Instances: 125973

Attributes: 42

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances 124443 98.7855 %
Incorrectly Classified Instances 1530 1.2145 %
Kappa statistic 0.9798

Mean absolute error 0.0018

Root mean squared error 0.0312

Relative absolute error 3.459 %

Figure 5.12 Performance 0fJ48 classification atgor with filter discritization.

In this experiment, J48 with filter discritizatios used classification algorithm run
on a training set with 20 attributes. True PosifRade is 0.988 , false Positive Rate is
0.011, Precision observed is 0.986 ,Recall vahtained is 0.988 with F-Measure
0.986 and ROC obtained through experiment is 994.
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54. Comparison of classifiers

Classifiers are compared on performance measurderems like Correctly classified

instance, Incorrectly classified instance these m@asures represents how many

records are classified correctly and how many are not. Kappa statistics is also

used for comparison of classifiers. Mean absolutar eRelative_absolute_error, Root

mean squared error, Root relative squared errortla@eother terms on which

classifiers are compared. Initially J48, OneR, Baget classifiers are compared for

evaluation of performance using 10 fold crossdadlon.

Comparison of 10 experiments on the basis of Toséige rate is shown in table 6.1.

Table 5.2 Comparison of 10 experiments on the lsisue positive rate

Experiment number Name Of Experiment TP Rate

Experimentl J48 Percentage Split 0.997
Experiment2 J48 10 Fold 0.997
Experiment3 One R Percentage Split 0.907
Experiment4 One R 10 Fold 0.909
Experiment5 Bayes Percentage Split 0.98
Experiment6 Bayes 10 Fold 0.978
Experiment7 J48-Adaboost 10 Fold 0.999
Experiment8 J48-Bagging 10 Fold 0.998
Experiment9 J48 Discritize 0.988
Experiment10 J48 Without Attribute Selection 0.998

Chart 5.1 shows comparison of 10 experiment on pstive rate. This Chart

clearly shows performance of One R, bayes net Withfold cross validation,

percentage split is significantly lower than J4@oaithm .
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Chart 5.1 Comparison of all experiments on TReRat

Comparison of 10 experiments on the basis of Fplsstive rate is shown in
table 6.2.

Table 5.3 Comparison of 10 experiments on the mddtalse positive rate

Experiment number Name Of Experiment FP Rate

Experimentl J48 Percentage Split 0.002
Experiment2 J48 10 Fold 0.002
Experiment3 One R Percentage Split 0.042
Experiment4 One R 10 Fold 0.039
Experiment5 Bayes Percentage Split 0.002
Experiment6 Bayes 10 Fold 0.003
Experiment? J48-Adaboost 10 Fold 0.001
Experiment8 J48-Bagging 10 Fold 0.001
Experiment9 J48 Discritize 0.011
Experiment10 J48 Without Att Selection 0.002

Chart 5.2 shows comparison of 10 experiments e fpbsitive rate. This Chart
clearly shows performance of One R is lower thdreotlgorithm. Chart shows

131



Chapter 5- Experiments execution and design of Eveork

high false positive rate means if incoming dataas attack data but algorithm

indicates it is attack data.
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Chart 5.2 Comparison of all experiments on FP Rate

Comparison of 10 experiments on the basis of TaRker to build model is shown

in table 6.3.
Table 5.4 Comparison of 10 experiments on the lsisme taken
Experiment number Name Of Experiment Time
Taken

Experimentl J48 Percentage Split 53.89
Experiment2 J48 10 Fold 52.81
Experiment3 One R Percentage Split 5.24
Experiment4 One R 10 Fold 4.19
Experiment5 Bayes Percentage Split 9.17
Experiment6 Bayes 10 Fold 9.09
Experiment7 J48-Adaboost 10 Fold 451.52
Experiment8 J48-Bagging 10 Fold 489.81
Experiment9 J48 Discritize 94.66
Experiment10 J48 Without Att Selection 147.53

Chart 5.3 shows comparison of 10 experiments foettaken to classify. This

Chart evidently shows performance of ensemble nasthicke bagging and
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boosting taken long time for classification as caneg to other algorithms.

Whereas J48 algorithm ,0One R algorithm takes less. t

Time taken
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Chart 5.3 Comparison of all experiments on timetak

Comparison of 10 experiments on the basis of ctiyretassified instances is
shown in table 64.4.

Table 5.5 Comparison of 10 experiments on the lmgisrrectly classified instances

Experiment number Name Of Experiment Correctly
Classified
Experimentl J48 Percentage Split 99.7301
Experiment2 J48 10 Fold 99.742
Experiment3 One R Percentage Split 90.7186
Experiment4 One R 10 Fold 90.9139
Experiment5 Bayes Percentage Split 97.9678
Experiment6 Bayes 10 Fold 97.3732
Experiment? J48-Adaboost 10 Fold 99.8547
Experiment8 J48-Bagging 10 Fold 99.7809
Experiment9 J48 Discritize 99.7079
Experiment10 J48 Without Att Selection 99.7563

Chart 5.4 shows comparison of 10 experiments orectly classified instances.

This Chart clearly shows performance of One Rugelothan other algorithm.
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To analyze all the experiment their performancevisluated based on percentage
split. in table 4.5 J48(decision tree), One R (rbésed ) ad bayes net (bayes
based) are compared on the basis Cofrectly classified instance, Incorrectly
classified instance these two measures represews rhany records are classified

correctly and how many records are not. Kappassts is also used for comparison of
classifiers. Mean absolute error, Relative_absokr®r, Root mean squared error, Root
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Chart 5.4 Comparison of all experiments on colyagassified instances

relative squared error are the other terms on wtigssifiers are compared

Table 5.6 : Comparison Of J48 Algorithm With Otheassification Algorithms

Sr.no. Parameter J48 OneR Bayes Net
1 Correctly classified instance 99.742 90.9139 B33

2 Incorrectly classified instance 0.258 9.0861 8862

3 Kappa statistics 0.9957 0.8478 0.9571
4 Mean absolute error 0.0003 0.0079 0.0024
5 Root mean squared error 0.0145 0.0889 0.0434
6 Relative_absolute_error 0.656 15.0351 45617
7 Root relative squared error 8.9515 54.8395 B279

The table 6.5 shows comparison of three classificatoncepts like decision tree,
rule based algorithm , here J48 belong to decisiea ,ONE R belongs to rule
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based classifier and bayes net represents baysssficiation . For comparison ,10
fold cross validation is used . From this comparisbis clearly visible that

Decision tree J48 perform better than ONE R angleb net.

Chart 5.5 represents comparison of 3 types classifior correctly classified
instance. This Chart clearly shows performancé8falgorithm is far better than

other algorithms.

Correctly classified instance
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Chart 5.5 Comparison of 3 types classifiers forecity classified instance

Chart 5.6 represent comparison of classifiers &ative absolute error. Chart
represents comparison of 3 types classifiers flative absolute error. Error rate
is low in J48 algorithm whereas One R and bayesrigitgn have high error rate.
This Chart clearly shows performance of J48 alporitis far better than other

algorithms as it has low error rate.
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Chart 5.6 Comparison of 3 types of classifiersrédative absolute error

Classifiers are compared on performance measurderems like Correctly classified

instance, Incorrectly classified instance . Thage measures represent how many

records are classified correctly and how many are not. Kappa statistics is also

used for comparison of classifiers. Mean absolutar eRelative_absolute_error, Root

mean squared error, Root relative squared errortla@eother terms on which

classifiers are comparedinitially J48, OneR, Bages classifiers are compared for

evaluation of performance using 10 fold crossdadlon.

Table 5.7 : Comparison of classification algorithaing percentage split .

Sr.no. Parameter J48 OneR Bayes Net
1 Correctly classified instance 99.7301 90.7186 9678

2 Incorrectly classified instance 0.2699 9.2814 3220

3 Kappa statistics 0.9955 0.8443 0.9666
4 Mean absolute error 0.0003 0.0081 0.0017
5 Root mean squared error 0.0148 0.0898 0.0434
6 Relative_absolute_error 0.634 15.3495 3.1659
7 Root relative squared error 9.1177 55.3802 AB00

The table 6.6 shows comparison of three clasgifin concepts like decision tree,

rule based algorithm , here J48 belongs to decisemn,ONE R belongs to rule based

classifier and bayes net represents bayes cladsiic. For comparison, percentage
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split validation is used . From this comparisdns iclearly visible that Decision tree
J48 perform better than ONE R and bayes net.
Table 5.8 : Comparison of J48 Algorithm With Andtiéut Feature Selection

Sr.no. Parameter J48 without | J48 with J48
feature feature With
selection selection | discritizati-
on
1 Correctly classified 99.7563 99.742 99.7079
instance
2 Incorrectly classified 0.2437 0.258 0.2921
instance
Kappa statistics 0.996 0.9957 0.9952
Mean absolute error 0.0003 0.00038 0.0004
5 Root mean squared| 0.0141 0.0145 0.0149
error
6 Relative_absolute_enr 0.5621 0.656 0.7006
or
S.

The table 6.7 shows comparison of classifier witle¢ different strategies like
with attribute selection, without attribute seleati and discritization. For
comparison, 10 fold cross validation is used. Fitbia comparison it is clearly

visible that Decision tree J48 performs better thgnbute selection is used.

Table 5.9 : Comparison of time taken by J48 alparitvith and without feature selection

Sr.no. Parameter J48 without J48 with J48
feature selection feature With
selection discritizatio
n
1 Time taken tg 147.53 seconds 50.74seconds 94.66
build model: seconds
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The table 6.8 shows comparison of time taken lagstfier with three different

strategies

discritization. For comparison, 10 fold cross vatidn is used. From this
comparison, it is clearly visible that Decision eird48 performs better then

like with attribute selection,

attribute selection is used.

withouttribute selection and

Table 5.10 : Comparison of accuracy of classifieith and without ensemble methods
Sr.no. Parameter J48 J48 J48
With With
bagging | Boosting
1 Correctly classified| 99.742 99.7809 99.8547
instance
2 Incorrectly classifieq  0.258 0.2191 0.1453
instance
Kappa statistics 0.9957 0.9964 0.9976
4 Mean absolute errof 0.0003 0.0008 0.0001
5 Root mean squared 0.0145 0.0124 0.0106
error
6 Relative_absolute_er 0.656 0.6426 0.2621
ror

The table 6.9 shows comparison of classifier aithuse of ensemble method.

Ensemble method like bagging and boosting are wséd decision tree J48

classifier. From this comparison, it is clearlyible that Decision tree J48 when

used with ensemble method there is no major chemngerformance.

Table 5.11 : Comparison of time taken by classfizvith and without ensemble methods

Sr.no. Parameter J48 J48 J48
With With
bagging Boosting
1 Time taken to build 50.74secondy 489.81 451.52
model: seconds seconds
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The table 6.10 shows comparison of time taken ita balassifier with and without
use of ensemble method. Ensemble method like bgggid boosting are used with
decision tree J48 classifier. From this comparigds clearly visible that Decision

tree J48 when used with ensemble method it takg tione to build classifier.

5.5. Resultsof experiments

In this research work attempt has been made toyamalata mining supervised

techniques intrusion detection. Series of experimare performed is as follows

J48 Percentage Split .

J48 10 Fold

One R Percentage Split

One R 10 Fold

Bayes Percentage Split

Bayes 10 Fold

J48-Adaboost 10 Fold
J48-Bagging 10 Fold

J48 Discritize

10.J48 Without Attribute Selection

© © N o g s~ wDdPE

Comparison of all above experiment result shows, ttree classifier with 10-fold

cross validation using the J48 decision tree dlgariwith the default parameter
values showed the best classification accuracys €laissifier model has a prediction
accuracy of 99.742% on the training datasets. riebnigs of this study have shown
that the data mining methods generate interestifes rthat are crucial for intrusion

detection and prevention in the networking industry

For building a data mining model for intrusion dxien, J48 decision tree algorithm
with feature selection and without ensemble metbees best performance as per
performance measurement terms mentioned. Basedh@nexperiments results
SIDDM model is developed.
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5.6.

SIDDM mode :

(Datamining framework for intrusion detection)

SIDDM (Systematic Intrusion Detection using DatanMg) model is developed in

this research work. Computer network security abvdgmands, improved methods

for intrusion detection. IDS are to detect all usions at first effectively. This

demand can be fulfilled using data mining which suggelligence technique and

machine learning for detection of intrusion. Thasehniques are used as an

alternative to expensive and strenuous human input.

In this research work a data mining model SIDDMpisvided for intrusion attack

classification. This model provides following

Intrusion attacks are classified using SIDDM Model

The output from the classifier, a set of classtf@arules, is used to recognize
intrusion attack.

Rules generated by SIDDM can be integrated intousndn detection tools
like Snort etc., even firewalls and detection desrigan integrate these rules to
identify intrusion attack.

Framework is constructed using following steps
STEP 1.

For Constructing training model dataset is takeamfrNSL KDD training
dataset. KDD data set holds collection of netwoekad this data set is

available on line.
STEP 2:

On this dataset data Preprocessing is done; inhwhdssing values are
replaced with mean of data values and removing cessary attributes from

data set.

STEP 3:
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On preprocessed dataset, feature selection (sspdnattribute selection)
method is applied to select only most relevantuieatvhich best discriminates

the given class from the others. This generatdhscexr] data set.

STEP 4:

On reduced dataset validation methods, 10 foldscvadation is applied.
STEP 5:

Decision tree classification (supervised data ngniachnique) is used for

classification of data.

STEP 6:

Training of model is done with J48 decision tressslfier.
STEP 7:

Rules are generated for incorporating in the imbrusdetection system to

device the process for intrusion detection.

STEP 8:

For testing model KDD test dataset is used

STEP 9:

Model testing is done with KDD test dataset

STEP 10:

Predictions are made about data based on classificales
STEP 11:

Attacks are classified as per classification rules

Finally this framework is capable of Intrusion efgion.
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Training

Data

Data Pre- Feature 10 fold
E : cross
Processing Selection validation

D::m:m Model Rule =}
ree . n .
Classification Training Generation i

o o @ @ . Intrusion
Detection

Figure 5.13 SIDDM Framework

Detail methodology used is asfollows

5.6.1. Featur e selection

To proceed with the building framework, feature setbselection is performe
Feature selection is the process of removing featdrom the data set that ¢
irrelevant with respect to the task that is to berfgrmed. For reduction of
dimensionality fature selectiomethods are used. This algmlues execution time
and improvepredictive accuracy. In general, feature selectechniques can t
categorized into two: filter methods and wrapperthuods. In this research worl
filter method is used upervised attribute selection Filter methods isduee feature
selection.

As can be seen from figu5.14twenty out of forty one features are selected. Gett
features are listed belc

» protocol_typ:

e service
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+ flag

* source_bytes

» Destination_bytes

* land

* wrong_fragment

* hot

* logged_in

e count

e serror_rate

e same_srv_rate

o diff_srv_rate

* Destination_host_diff_srv_rate

» Destination_host_same_source_port_rate
o Destination_host_srv_diff _host_rate
* Destination_host_serror_rate

» Destination_host_srv_serror_rate

» Destination_host_rerror_rate

* Attack type

Figure 5.14 shows weka software screen where feaalection is applied using

supervised attribute selection.
Qwetpoer | TR DO 00 T - | ]

Preprocess | Classfy | Cluster | Associate | Select sttributes | visusiize|

[ Open fie... I Open URL... [ OpenDB... ] { Generate... ] [ Undo ]( Edt... Il Save.. ]

AttributeSelection - "weka.attributeSelection, CisSubsstEval " -5 "wekasabiribubeSelection, BestFirst -01 N 5" Apply

Selected attribute

KODTrainith fit d.attribus fit Attrbutes: 20 Type: Norinal
125973 Sum of welghts: 125973 Distinet: 23 Unique: 0 (02%)

Count Weight
|67343 |67343.0

( 2 J| T J g, J( 2 [atz1s [izie0 £
o350 5%0.0

No 3599 i@.u
|52 852.0 |
1303 1493.0
3633 3633.0
2646 2646.0
i EE)
585 [s58.0
§ i

~ [ visudlize Al

Figure 5.14 Feature Selection
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Supervised data mining techniq

Supervised learning algorithms are those usedassification and predictiollf data

is available with known output then these methadsuseful. These training data a

the data from which the classification or predictadgorithm "learns," or is 'ained,"

about the relationship between predictor variabéesl the outcome variabl

Supervised learning algoritl learn from the training data, it is thused to classify
anothernew data whel the outcome isot known. These algorithms can corre:

classify new data.

5.6.2. Training classifier Model

Classification is task of lening a taget fuctiori that maps each attribute set x
one of the predefined label y. this target funtisninformally known as trainin

model. This classification model is used for prédig class label of unknown recc

* Based on the class label attribute ev tuple isassumed to belong to
predefined cla
* Training set is that set of data which is usecconstructiol of model .
* This modehave decision tree ( classification rules.
Figure 5.15sepresents process of training classification mdéet training oimodel
at first data set with class label is consideradning data. On the training de
classification algorithm is applied;which buildsassifier model; classifier mod

consists of rules.

Training Model

Classification
— Algorithms
Training

Data

duration !protocol_‘ service flag src_bytes dst_bytes land wrong_fre urgent hot Classlﬁer
0 tcp private REJ 0 0 0
0 tcp private  REJ o 0
2 tep ftp_data SF 12983 0
0 icmp eco_i SF 20 0
1 tcp telnet RSTO [ 15
0 tcp http SF 267 14515
0 tcp smtp SF 1022 387
0 tcp telnet SF 129 174
0 tcp http SF 327 467

(Model)

ocooo0oo0ooo0oo
ocoo0oo0oo0o0o0o0
ocoo0oo0oo0o0o0o0o0

IF

<condition>

THEN

attack class= ‘neptune’

144



Chapter 5- Experiments execution and design of Eveork

Figure 5.15 Classification Model Training

For building a data mining model for intrusion dxzien, J48 decision tree algorithm
with feature selection and without ensemble metisogsed . This training model is
stored and reevaluated on test set. This trainioglaingenerates rules which are
stored in the form

This Framework proposes following algorithm foritniag model. Input to this
algorithm is KDD training dataset available onliioe research purpose. Classifier is
J48 which is derived from c4.5 algorithm.

5.6.3. Proposed algorithm

Input:
Training data set (T)
Classifier:
J48
Output
Decision tree (D)
Set of Rules for intrusion detection(R).
Model (M)

Algorithm

Step 1: Preprocess the training dataset ( T).

= Convert data set to ARFF file format
= Remove unnecessary attribute
= Apply supervised attribute selection filter to abteeduced

data set.
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Step 2:  Apply 10 fold cross validation

Step 3:  perform classification using classifé& jvith parameter setting

Step 4. Generate decision tree(D) and set of (R)es

Step5:  Generate model model(M)

This research uses KDD dataset for training matied dataset has approx 5 million
records. Data is available for 41 features reltdetetwork data. Following is list of

features , separated by comma.

List of features

Duration , Protocol_Type , Service , Source_Bytesstination_Bytes , Flag , Land ,
Wrong_Fragment , Urgent , Hot , Num_Failed_Logins Lpgged In ,
Num_Compromised , Root_Shell , Su_Attempted , NuootR Num_File_Creations
Num_Shells , Num_Access_Files , Num_Outbound Cmés,Hot Login
Is_Guest_Login, Count, Serror_Rate , Rerror_R&&@me_Srv_Rate ,Diff Srv_Rate
Srv_Count , Srv_Serror Rate , Srv_Rerror Rate , [@ifff Host Rate,
Destination_host _count, Destination_host_srv_goumestination_host_same__
srv_rate, Destination_host_diff _srv_rate, Destorathost same_source_port_rate,
Destination_host_srv_diff_host_rate, Destinatiorsthserror_rate, Destination_host

_srv_serror _ rate, Destination_host_rerror_raestiDation_host_srv_rerror_rate.

Sampleof Training data used in resear ch work

Instance 1.
0,tcp,ftp_data,SF,491,0,0,0,0,0,0,0,0,0,0,0,0,M®M(,2,0.00,0.00,0.00,0.00,1.00,0.00,0.
00,150,25,0.17,0.03,0.17,0.00,0.00,0.00,0.05,0cothal

Instance 2.
0,udp,other,SF,146,0,0,0,0,0,0,0,0,0,0,0,0,0,@,8,1,0.00,0.00,0.00,0.00,0.08,0.15,0.0
0,255,1,0.00,0.60,0.88,0.00,0.00,0.00,0.00,0.06mabr

Instance 3.
0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,000123,6,1.00,1.00,0.00,0.00,0.05,0.07,0.0
0,255,26,0.10,0.05,0.00,0.00,1.00,1.00,0.00,0.pdne

Instance 4.
0,tcp,http,SF,232,8153,0,0,0,0,0,1,0,0,0,0,0,0®%,5,0.20,0.20,0.00,0.00,1.00,0.00,0.
00,30,255,1.00,0.00,0.03,0.04,0.03,0.01,0.00,0coial

Instance 5.
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0,tcp,http,SF,199,420,0,0,0,0,0,1,0,0,0,0,0,0,M(80,32,0.00,0.00,0.00,0.00,1.00,0.00,0

.09,255,255,1.00,0.00,0.00,0.00,0.00,0.00,0.00,0006nal

Instance 6.

0,tcp,private,REJ,0,0,0,0,0,0,0,0,0,0,0,0,0,0,001@1,19,0.00,0.00,1.00,1.00,0.16,0.06,

0.00,255,19,0.07,0.07,0.00,0.00,0.00,0.00,1.00,4cpdune

Instance 7.

0,tcp,ftp_data,SF,334,0,0,0,0,0,0,1,0,0,0,0,0,@®M(,2,0.00,0.00,0.00,0.00,1.00,0.00,0.

00,2,20,1.00,0.00,1.00,0.20,0.00,0.00,0.00,0.0@xcHient

Instance 8.

0,tcp,name,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,831121.00,1.00,0.00,0.00,0.00,0.06,0.00,

255,1,0.00,0.07,0.00,0.00,1.00,1.00,0.00,0.00, meptu

Instance 9.

0,tcp,netbios_ns,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0M®6,16,1.00,1.00,0.00,0.00,0.17,0.05,

0.00,255,2,0.01,0.06,0.00,0.00,1.00,1.00,0.00,0ep@ine

Instance 10.

0,tcp,http,SF,300,13788,0,0,0,0,0,1,0,0,0,0,0,m®E8,9,0.00,0.11,0.00,0.00,1.00,0.00,0

.22,91,255,1.00,0.00,0.01,0.02,0.00,0.00,0.00,0dvMal

Instance 11.

0,icmp,eco_i,SF,18,0,0,0,0,0,0,0,0,0,0,0,0,0,00Q1(1,0.00,0.00,0.00,0.00,1.00,0.00,0.00

,1,16,1.00,0.00,1.00,1.00,0.00,0.00,0.00,0.00,ippwe

Instance 12.

0,tcp,http,SF,233,616,0,0,0,0,0,1,0,0,0,0,0,0,MB(8,0.00,0.00,0.00,0.00,1.00,0.00,0.0

0,66,255,1.00,0.00,0.02,0.03,0.00,0.00,0.02,0.060ab

Instance 13.

0,tcp,http,SF,343,1178,0,0,0,0,0,1,0,0,0,0,0,M®M(M,10,0.00,0.00,0.00,0.00,1.00,0.00,0

.20,157,255,1.00,0.00,0.01,0.04,0.00,0.00,0.00,0c06nal

Instance 14.

0,tcp,mtp,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,03221.00,1.00,0.00,0.00,0.10,0.05,0.00,

255,23,0.09,0.05,0.00,0.00,1.00,1.00,0.00,0.00mept

Instance 15.

0,tcp,private,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,000230,17,1.00,1.00,0.00,0.00,0.06,0.05,0.

00,238,17,0.07,0.06,0.00,0.00,0.99,1.00,0.00,0cpd me

Instance 16.

0,tcp,http,SF,253,11905,0,0,0,0,0,1,0,0,0,0,0,M®(8,10,0.00,0.00,0.00,0.00,1.00,0.00,

0.20,87,255,1.00,0.00,0.01,0.02,0.00,0.00,0.00,0c00Mal

Instance 17.

5607,udp,other,SF,147,105,0,0,0,0,0,0,0,0,0,0,0,0,0,1,1,0.00,0.00,0.00,0.00,1.00,0.0

0,0.00,255,1,0.00,0.85,1.00,0.00,0.00,0.00,0.00,0c®dmal

Instance 18.

O,udp,private,SF,28,0,0,3,0,0,0,0,0,0,0,0,0,0,mX®,0.00,0.00,0.00,0.00,1.00,0.00,0.0

0,255,2,0.01,0.02,0.01,0.00,0.00,0.00,0.77,0.0@tep

Instance 19.

0,tcp,http,SF,220,1398,0,0,0,0,0,1,0,0,0,0,0,0®E®6,42,0.00,0.00,0.00,0.00,1.00,0.00,

0.05,26,255,1.00,0.00,0.04,0.03,0.00,0.00,0.00,06c060al

Instance 20.

0,udp,domain_u,SF,43,69,0,0,0,0,0,0,0,0,0,0,0,00,020,120,0.00,0.00,0.00,0.00,1.00,

0.00,0.00,255,245,0.96,0.01,0.01,0.00,0.00,0.00,0.00,normal

Instance 210,udp,domain_u,SF,44,133,0,0,0,0,0,0,0,0,0,0,00®,73,75,0.00,0.00,0.0
0,0.00,1.00,0.00,0.03,122,212,0.88,0.02,0.88,0.00,0.00,0.08,0.00,normal

Instance 24,icmp,eco_i,SF,8,0,0,0,0,0,0,0,0,0,0,0,0,0,0,01016,0.00,0.00,0.00,0.00,1.
00,0.00,1.00,2,46,1.00,0.00,1.00,0.26,0.00,0.00,0.00,nmap

Instance 23),tcp,uucp,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,859,1.00,1.00,0.00,0.00,0.0
7,0.06,0.00,255,11,0.04,0.07,0.00,0.00,1.00,1.00,0.00,neptune

Instance 24,tcp,finger,S0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,023.02,1.00,1.00,0.00,0.00,0.
50,0.08,0.00,255,59,0.23,0.04,0.00,0.00,1.00,1.00,0.00,neptune
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Instance 29,udp,domain_u,SF,43,43,0,0,0,0,0,00,0,0,0,0,0,0,0,148,228,0.00,0.0
00,0.00,1.00,0.00,0.01,255,255,1.00,0.00,0.01,0.00,0.00,0.00,0.00,norn

524. Testing model

Training set is used to build model, which is sujostly applied to test set, whi
consists of records with unknown cldabel. In this research N-KDD test is used

without class label.

Using the Model in Prediction

’ Classifier \

Testin

duration |protoco| iservice flag src_bytes dst byte land wrong_fre urgent
I ot private  REJ 0 0 0 1 l
0 tcp private  REJ 0 0 0 0 0 Attac <‘?
2 tcp ftp_data SF 12983 0 0 0 0
0 icmp eco_i SF 20 0 0 0 0 |
1 tcp telnet  RSTO 0 15 0 0 0 Y(ﬂ_ls_]
0 tcp http SF 267 14515 0 0 0 ")
0 tcp smtp SF 1022 387 0 0 0 J
0 tcp telnet  SF 129 174 0 0 0
0 tcp http SF 327 467 0 0 0 6

Figure 5.16 Classification Model testing

This Framework proposes following algorithm for tteg model. Input to thi
algorithm is KDD test dataset available onlineresearch purpose. Another inpu
this algorithm is model (M) developed in trainingpdel phase . this algorithm ma

predicton for test data or unseen data whether it is abonattack
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Algorithm proposed by SIDDM for testing /using model
Input
Test data set (E)
Model (M)
Output
Prediction for test data (P)
Classification of Intrusion detection (I).
Algorithm
1. Preprocess dataset ( E)
a. Convert data set to ARFF file format.
b. Remove unnecessary attribute
c. Attack field must have “?”, so now data is withd¢afbel.
2. Apply model(M),this model is constructed in traigiphse.

3. Use test data set for testing model.

4. Make prediction(P) whether test data has attack dahormal .

@ Vieks Explorer ) . | AL WSS W 9 T | =|C) i)
Preproess | Classify | Cluster | Associate | Select attrbutes | Visualize|
Classifier
Choose 148 C0.25-M2
Test options Classifier outpu
") Use training set
inst ® pradict.
@ Suppled test set Setan : 5 |
) Cross-valdation  Folds |10 2 5
. Percentage spli 5 2 g.953
1 i
s L
& 0.599
(Nom) Attacktype - ‘ 7 I
8 0.552
10 0508
Resul lst (right-click Fo options) 8 i
05133106 - trees J48 12 0.599
13 1
11 1
15 0508
18 0999
17 0.999
18 0.59
12 0.5¢
20 i
i 1
2z 1
23 0.999
24 0.552
25 5
2% 5
27 0599
28 0.599
28 1 =

Figure 5.17 Prediction using model
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In this section, the selected models from thoseXjieriments conducted in this
study are evaluated. From all the experiments is #tudy, one model has
achieved better classification performance as dsstl before from those
experiments conducted in supervised approach; 4Bedé&cision tree algorithm
with the 10-fold cross validation model gives atéetlassification accuracy of
predicting newly arriving intrusions in their regpige class category. Prediction
accuracy on the test set is 0.9999.

Following is the sample data used for testing model

bcp. private, rej, 0.0, G, 0.0, 0, 220 0, 004 006, 006, 0, 0. 0.0, 1.7

tep. private, rej, 0, 0.0, 0.0, 0, 136. 0. 0.01, 0.06, 0.06. 0.0, 0,017

icmp, ecr_ iosf 1480.0, 6.1, 0.0.1.0. 1.0, 6.1, 052,06, 0.0, 7

top. private, rej, 0, 0,0, 0,0, 0235, 0, 0.04, 006,007, 0, 0. 0. 0, 1_7

tcp. private, =0, 0,0, 0,0, 0, 0, 206, 0.76, 0.03,0.07,0.08, 0.0, 0.79, 020 0217

Figure 5.18 Data For Testing Model
Following table shows prediction made by SIDDM gfieoviding network data

mentioned above.

Table 5.12: Prediction made by SIDDM framework

Instance | Actual Predicted Prediction
Accuracy
1 tcp, private, rej, 0, 0, 0, 0, 0, 0, 22Normal 1

0, 0.04, 0.06, 0.06,0,0,0,0,1,?

2 tcp, private, rej, 0, 0, 0, 0, O, (ONormal 1
136, 0, 0.01, 0.06, 0.06, 0, [0,
0,0,1,7
3 tcp, ftp_data, sf, 12983, 0, 0, 0, 0, 0, Neptune | .999
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1,0, 1,0,0.04, 0.61, 0.02, 0, 0, O, 7

4 udp, domain_u, SF, 43, 43, 0, 0, 0] Bleptune .999
111,0,1,0,0,0,0,0,0,0,7? attack
5 tcp, private, rej, 0, 0, 0, 0, O, 0, 48Fatan attack 1

0.05,0,1,1,0,0,0,0,0.96, ?

6 icmp, ecr_i, sf, 1480, 0, 0, 1, 0, 0,| Back attack 1
0,1,0,0,1,052,0,0,0,7?

7 tcp, private, rej, 0, 0, 0, 0, 0, 0, 235\ ormal .999
0, 0.04, 0.06, 0.07,0,0,0,0,1,?

8 tcp, private, sO, 0, 0, 0, 0, 0, O, 20®&Jormal .999
0.76, 0.03, 0.07, 0.08, 0, 0, 0.79, 0/29
,0.21,?

5.25.  Stepstouseof framework

Intrusion detection system using the concept ofD3Dframework uses following
steps to identify whether the network data is ndronattack. Figure 5.19 represents
the process.

1. Collect network data.
Apply data preprocessing and feature selection.
Classification of network data based on rules garerby model.

Prediction whether data is attack or not.

a kb 0N

Attack identification.

Data Classification Prediction

preprocssing using rules whether

Metwaork Attack

identification

data , Feature generated by incaming

selection rmodel datais attack

figure 5.19 Steps to use SIDDM framework
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5.2.6. Rules gener ated

Some of the rules generated from the selected mamethe following. In
detail all the rules in the form of decision treenentioned in annexure 2.
RULE 1: If protocol_type = tcp and count <= 2 and
Destination_host_srv_diff_host_rate <= 0.48 and
Destination_host_diff_srv_rate <= 0.1 and Degton_host_serror_rate <=
0.89 and service = other| http | remote_jolamenetbios_ ns| eco_i| mtp:
thennor mal

Rule2: If protocol_type = tcp|lUDP|ICMP and source bytes 8 and
wrong_fragment > 0  then attack i©OS( source bytes <= 8 and
wrong_fragment > 0 and protocol_type = tcp thatack is teardrop
(0.0)source_bytes <=8 and wrong_fragment and protocol_type = udp:
then attack is teardrop (892.0) source_bytes <rdB awrong_fragment >0
and protocol_type = icmp: pod (198.0) )

RULE 3:If protocol_type =tcp and source_bytes <= 8 aount <= 2 and
Destination_host_srv_diff_host_rate <= 0.48 and
Destination_host_diff_srv_rate <= 0.1 and Degton_host_serror_rate <=
0.89 and service = ftp_data and Destinatiost lrerror_rate <= 0.04 and
Destination_host_same_source_port_rate <= 0.51 tloermal (28.0)

RULE 4: If count <= 2 and Destination_host_srv_diff_hoate <= 0.48 and
protocol_type = udp And Destination_host_dif gate <= 0.01: then
attack isU2R rootkit (2.0)

RULE 5: If protocol_type = tcp and source_bytes <= 8 agwint <= 2 and
Destination_host_srv_diff_host_rate <= 0.48 and
Destination_host_diff srv_rate <= 0.1 and Dedion_host_serror_rate <=
0.89 and service = ftp_data and Destinatiost lrerror_rate <= 0.04 and
Destination_host_same_source_port_rate > 0.51 arldgged_in <= 0 and
Destination_bytes <= 1050583 and Destinatioredyt= 235404 then attack
is warezmaster (3.0/1.0) and Destination_bwyex35404 then attack is
multihop (2.0) and Destination_bytes > 105058%nt attack is
warezmaster (15.0)U2R
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5.7.

RULE 6 :If protocol_type = tcp and source_bytes <= 8 andount <= 2
and Destination_host_srv_diff_host_rate <= 0.48 d an
Destination_host_diff_srv_rate <= 0.1 and Destomathost_serror_rate <=
0.89 and service = gopher| echo| discard | mngp#| ssh| daytime| pop_2:
(1.0) probe

RULE 7 : If source_bytes > 8 and wrong_fragment <= @ an
source_bytes <= 16787 and Destination_host_siv hdift_rate <= 0.1 and
Destination_bytes <= 0 service = ecr_i and c®ubytes > 292: smurf
(2646.0)DOS

RULE 8 : If source bytes > 8 and wrong_fragment <=l a

source_bytes <= 16787 and Destination_host_g#fvhdst rate <= 0.1 and

Destination_bytes <= 0 and service = tim_i and
Destination_host_diff_srv_rate <= 0.01: pod (4.0D20OS
RULE 9 : |If source_bytes <= 8 and count <= 2 and

Destination_host_srv_diff_host_rate <= 0.48 androtqol_type = tcp and
Destination_host_diff _srv_rate <= 0.1 and Degton_host_serror_rate <=
0.89

and service = imap4: imap (2.0) R2L

RULE 10 : If source_bytes > 8 and wrong_fragment <= 0 and
source_bytes <= 16787 and  Destination_hostd#fvhost_rate <= 0.1 and
Destination_bytes >0 and hot >0 and ho25=and source_bytes <=
1551 and source_bytes <= 130 and Destindtiost_diff_srv_rate <= 0.01
then R2L(GUESSPASSWORD)

Chapter summary

In this chapter, a supervised framework for intbasdetection is developed and

efficiency of framework is tested. To develop framoek various experiments are

performed.

For experimentation 3 basic classifiers are used.
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+ Decision tree classifier
+ Rule based classifier
% Bayes net classifier
» All the three types of classifiers are tested with validation strategies
% Percentage split
+ 10 fold cross validation.
* Two data preprocessing filters are used.
+ Supervised attribute selection
++ Discritization
» Two ensemble methods are used
« Bagging
% boosting

» Theoretical background of classifiers, validatioethods, data preprocessing
and ensemble methods are described in chapter @asdetails experiments
are given in this chapter.

» The dataset used for experimentation is NSL KDDasktt All the
experiments are evaluated on performance measutderems like correctly
classified instances, true positive rate, falsatpesrate and relative absolute
error.

» Decision tree J48 algorithm with appropriate par@msetting when used with
supervised attribute selection gives best perfoomamongst all experiments.
Therefore, J48 algorithm is used to train modelsThodel generates decision
tree which is provided in Appendix B. Classificati@f network data is
completed through generated decision tree. Téasstbn tree generates rules
for classification.

* Further, this model is tested, using test dataaset it gives prediction
accuracy of 0.99. Therefore, the methodology adbpte this chapter to
evaluate the developed framework provides goodmesibn of the

performance.

So this chapter elaborated construction of fram&wor intrusion detection using

supervised data mining techniques.
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Chapter 6

Observation and Findings

6.1. Introduction

This chapter discuss in detail about observatiod &indings based on survey
performed. This research work is carried out ineorth find out network security

related issues and to find challenges to intrudetection system.
6.2. Observation and findings based on survey

1. Intrusion detection systems are highly requiredrtsure computer network

security.

93% companies agree or strongly agree that ID&sin detection system is
must for computer network security, Most importdatt observed about
network security is no single solution protectseysfrom a variety of threats.
There is need of multiple layers of security. Ifeofails, others still stand
.Network security is accomplished through hardvwaare software. A network
security system usually consists of many componédéslly, combined and
layered approach minimizes maintenance and impraeésork security. In
order to strengthen the security, single tool doprovide foolproof solution.
Hence a firewall and antivirus must go togetherhwintrusion Detection

Tools.

2. Anomaly Based IDS are more suitable than Signdaseed IDS for intrusion

detection purpose organization.

80% companies ,agree or strongly agree that AnofBaked IDS are more
suitable for our organization than Signature Ba#ie8. Anomaly based

intrusion detection system identify valid networgtieity, so it allow only
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valid activity and make detection of abnormal dtgivin data. Anomaly

detection refers to storing features of normal bedra into knowledgebase
and compares current behavior with those in knogédédse. Anomaly

detection mainly involves the creation of knowledgases and anomaly
detection. Whereas signature based system workgoatures. Signatures are
patterns to known attacks or misuses of syst@ighature detection mainly
searches for signature ,signatures are specifictovn attacks and they are
stored in signature database. It advances in tiftedpeed of detection and low
percentage of false alarm. However, it fails ifngiture is missing in signature

database, so it cannot detect the numerous negksita

The most critical security threat to computer nekngecurity is unauthorized

access.

63% respondents identifies most critical securityeat is Unauthorized

access. Unauthorized access usually refers tongaatgcess to any computer
or network without authorization. Usually such axeis obtained by

extending existing privileges or stealing privilesgeThis is most serious
security threat.

False alarm about intrusion is the most challengfagtor to monitor

intrusions using IDS

Most critical challenge for intrusion detection ®m as per 53% pune IT
industrial units are false alarm generation. Falsem refers to two types of
alerts —first is False positive (FP) and seconfdlise negative. False positive
means network traffic is normal but identified akkavhereas false negative
means network traffic has attack but identifiedmal. Both the cases causes
compromise with reliability IDS. False alarm is @mgely proportional to

accuracy i.e. more the false alarm; less is tharacy.

Accuracy of intrusion detection is most importaargmeter while selecting
IDS (intrusion detection system) for the securityanagement of your

organization.

77% of pune IT industrial units says Accuracy dfusion detection is most
important. Accuracy is the proportion of the totalmber of predictions that
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were correct; accuracy is also represented throogtrectly classified
instances. It shows the percentage of test inssaiicat were correctly
classified. The percentage of correctly classifiastances is often called

accuracy or sample accuracy.

. Security attacks are viable on any computer comaettirough network

87% companies agree or strongly agree that themdrasg possibility of
security attack to computer. IT industries consittet intrusion attacks are
viable on computers.Any computer connected thrawggivork has possibility
of intrusion attack. An intrusion attack is reatima of threat, the harmful
action aiming to find and exploit the system vuéielity. Computer attacks
causes various affect to computer ; attack desir@access unauthorized data,
may involve destroying or accessing data, thredtercomputer by degrading
its performance. Computer and network attacks leaetved greatly over the
last few decades. The attacks are increasing irbeum@nd also improving in
their strength and sophistication. The detectiomwlisions in network traffic
is a challenging task. In order to deal with inimrehallenges, such as the
ever changing environment and increasing levettirefats, there is a need for

different perspectives and alternative approaahegdure systems.

. Conf identical data is stored on the computerd ahtlustrial units.

59% companies agree or strongly agree that highhfidential data is stored
on the computers. Security is mandatory becauskdential data is stored on

the computers.

Network security is associated with cost (hardwaost, software cost,
maintenance cost, cost of data loss, cost of iecbrdecision making).
Compromise with security is associated with cost.

100% companies agree or strongly agree that Canmetwork security is
very essential because Compromise with securitgctffcost. Compromise

with security has financial consequences. Netwedusty is associated with
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cost (hardware cost, software cost, maintenandg cost of data loss, cost of

incorrect decision making).

. Antivirus and firewall together do not provide fpiloof solution to network

security.

64% companies consider that Antivirus and firewadiether do not provide
full proof solution to network security.

Network Security Management process mainly involeesnponents like
antivirus, firewall and intrusion detection systeAntivirus, is one of most
important factor of computer network security. Avitius prevents and gets
rid of viruses. A virus programme presents harnsftware from installing
and damaging computer. Antivirus software proteitts computer from
infected files. Antivirus detects the infections tine system and heals it,
depending on the updated version. Other importactof of computer
network security is firewall. Firewalls act as arri&x between corporate
(internal) networks and the outside world (Inteynand filter incoming traffic
according to a security policy. Firewalls are noimpletely foolproof. A
firewall generally makes pass-deny decision orbtiss of allowable network

addresses.

Intrusion detection is a passive approach to sicasi it monitors information
systems and raises alarms when security violasoagounded. Examples for
security violations contain the abuse of privilegesthe use of attacks to
exploit software or protocol vulnerabilities. Thetéction of intrusions in
network traffic flows and host activities is a dealying task. In order to deal
with inherent challenges, such as the ever changingironment and
increasing levels of threats, we clearly need thfié perspectives and
alternative approaches to secure our systemsafipmaches that can adapt to
drifting concepts and provide flexibility when thgstems are targeted
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6.3.

6.4.

Observation and findings based on experiments

. Data mining provides useful alternative for anontadged intusion detection

. Decision tree based methods perform better thamsidaymethod and rule

based methods when used for intrusion detectiocuracy of J48 method

gives high accuracy.

Information gain based feature selection methods suitable for data

preprocessing before intrusion detection.

Ensemble methods give slow performance for intrusietection.

. Supervised algorithm provides accurate predictabwut intrusion attack.

Chapter summary

From the overall observation and findings it carsaiel that computer network

security is very essential because highly confid¢fata is stored on computers and

compromise with security causes financial consecg®nintrusion detection systems

are very indispensable for computer network segurior intrusion detection

usability depends upon the accuracy of detectiorth&re is need to develop intrusion

detection framework which provides higher accuracy.
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Chapter 7

Conclusions, Suggestions and

Scope for future research

7.1. Introduction

This chapter gives an idea about whole research.\dris research work is carried
out in order to develop data mining framework fetettion of intrusion attack on

computer network security.
7.2. Conclusions

1. Intrusion based security attacks are challengind?toe IT industrial units.

2. Unauthorized access of computer network is mostreesecurity threat to Pune

IT industrial units.

3. Network administrators of Pune IT industrial unitspnsiders ‘accuracy of
intrusion detection’ as most important parameteséection of IDS.

4. Pune IT industrial units face problem of false mlageneration with existing

intrusion detection system.

5. In this study, attempts have been made to use Mateng techniques with the
aim of detecting intrusion based security attacgksthe computer network.
Decision tree classification technique used by S\DiBamework is capable and
usable for intrusion detection. This technique wagbpropriate parameter and
feature reduction is able to better classify neknaxtivity and recognize whether

it is valid or not.

161



Chapter 7- Conclusions, Suggestions and Scopeaifioref research

6.

10.

This study proposes the supervised data miningoagprSIDDM for detection of

intrusion based security attack on the computetesysSupervised models are
constructed from large storage of network data @mzke model is built it can be
used to predict attack in unknown network datgritposes method to identify

threats which may serious harm to computer.

The proposed model has prognostic capability, foknown network data it

significantly identifies attacks. Model will offethe advantage of considering
those unlabeled records. This model is used tsifjathe network data samples
as anomalous behaviour data or the normal behaditar Thereby the proposed

model can be greatly deployed for intrusion detecin IT industrial units.

This research proposes anomaly based intrusionctaetethrough SIDDM

framework. This systematic framework is developeddétect intrusion based
security attack using data mininig whereas mostariimercial IDS do this by
statistical analysis. In this empirical work, expents are performed using

supervised classifiers on benchmarked KDD netwatk dollection.

From empirical results of this research experiments concluded that decision
tree-J48 classifier is best and stable classifierorganizations concerned with
overall correct classification of intrusion  dgten. The experimental results on
KDD benchmark dataset evident that proposed algaréichieved high detection
rate on different types of network attacks. Congmari of all the performed
experiments result shows, that the classifier @Hfold cross validation using the
J48 decision tree algorithm with the appropriateipeeter values showed the best
classification accuracy. This classifier model hasprediction accuracy of
99.742% on the training datasets. If J48 is usdatl emsemble method it takes
long time for detection therefore without ensembbethods are faster and

accurate for intrusion based security attack dietect

In summary, the results from this study contribwitevards improving the
networking security and give solution for detectiohintrusion based security

attack.
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» Proposed framework for intrusion detection

SIDDM (Systematic Intrusion Detection using DatanMg) model is developed in
this research work. Computer network security abvdgmands, superior methods for

intrusion detection. IDS are to detect all intrusi@at first effectively.
Thisframework proposes

* To construct intrusion detection system based qguersised data mining

model and step to built model are as follows.

Construct training model using available labeletivoek history data, apply
data preprocessing and remove unnecessary atwibduten data set. On
preprocessed dataset, apply supervised attribilgetism to select only most
relevant feature; this list is given in chaptembsection 5.6.1. , On reduced
dataset apply 10 fold cross validation, trainingnoddel using J48 decision
tree classifier. Once model is trained test usinglassified and unlabeled

network data; now model is ready for intrusion dgta in for new data.

» Alternatively rules constructed by this model canibcorporated in existing

intrusion detection script or rule engine. thedesare given in annexure 2.
Features of framework

» SIDDM framework offers anomaly based intrusion dgta for identification
and categorization attacks.

» SIDDM framework uses supervised data mining metfawdconstruction of
model.

Steps to use framewor k

Intrusion detection system using the concept ofD3Dframework uses following
steps to identify whether the network data is ndmmnattack.

1. Collect network data using packet sniffer software.

2. Apply data preprocessing .
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3. Classification the network data based on rules rgeee by model.

4. Attack with attack type identification will be dotg model.

Advantages of SIDDM Model

SIDDM Model strengthens computer network security groviding data
mining based framework to find abnormality in data.

SIDDM Model provides a method to construct intrusidetection system.
Method proposed is useful for construction of hyglaccurate intrusion

detection system.

SIDDM Model detects intrusion with high accurachid model generates less

amount of false positive and false negative.

Intrusion attacks are classified with high effiaggn.e time taken by model

construction is also less.

Intrusion detection and Classification rules areegated. These rules are

available in annexure 2.

Rules generated by SIDDM for detection and clasaiibn of intrusion attack
can be incorporated into tools like Snort (commaneitrusion detection tool),

firewalls, or detection scripts to identify introsi attack.

This thesis research contributes to both the nétwecurity and the data mining field.

Below is the summary of contributions:

This thesis presents a systematic analysis of akgseps involved in a data

mining process, providing both theoretical andistial contributions.

Data mining techniques are used to specify the &ingatterns to be found in
data mining tasks. Various data mining techniques surveyed using
experiments. before construction of predictive dataing model ,supervised
techniques like decision tree, rule based clasdiin and bayes net are
surveyed for their applicability in intrusion detien Predictive: to perform

inference on data and to make predictions. Predicthodel discovers the
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relationship between dependent and independentblas. Data mining
showing how particular attributes within the dail behave in future
* The Network Intrusion predictive model, which isvdmped in this study,

generated various patterns and rules.
* Thesis determines characteristic analogy for ginmu based security attacks.
» Thesis categorizes the types of losses due totddtattacks.

* Presents, a survey of the various data mining iqokes that have been

proposed towards the enhancement of IDSs.

* Demonstrates, the effectiveness of supervised ifi@ggon techniques in

detecting anomalies.
* Analyses, components of computer network security.

* Elaborates, Intrusion Detection System, which i® @f most important

component of computer network security.

Intrusion Detection Systems (IDS) are the secogdrlaf defense. It detects
the presence of attacks within traffic that flowsthrough the holes punched into the
firewall. Intrusion detection is the process of @dhmonitors the events occurring in a
computer system or network to analyze them for ssigh intrusion. An Intrusion
Detection System (IDS) constantly monitors actiomsa certain environment and
decides whether they are part of a possible hostilack or a valid use of the
environment. Following are the types of intrusi@tetttion system.

The conclusion, of this study has shown that th&a daining methods generate
interesting rules that are crucial for intrusiontedtion and prevention in the

networking industry.

This thesis attempts to address the problem afisidn attack detection with the use
of data mining supervised model. In summary, theults from this study can

contribute towards in improving the networking sigu
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7.3. Suggestions

For computer network security in IT industriesisitimperative that IT industries
must enhance security to detect intrusion basedrisg@ttack. Following are the

suggestions for obtaining effective complete neknszrcurity.
1. Implement second layer of security compulsorily.

Pune IT industries must apply second layer of sgcuFirst layer of
security antivirus and firewall are not sufficie@ompromise with security
causes serious consequences. As antivirus andaflredo not offer
completely secure network therefore along withwa# and antivirus
other security components are must. Therefore setayer of security

needed to implement.

2. Install Anomaly based intrusion detection systemsasond layer of

security. data mining based anomaly detection

3. Implement SIDDM Model (Data mining framework ) déyged in this

thesis for accurate intrusion detection

Data mining framework suggested in this researglesgghigher accuracy
of intrusion detection. This reduces problem ofséakblarm and gives
accurate intrusion detection. This framework giefcient alternative

way for intrusion detection.
7.4. Future scope of work

These experiments and their results provide raigbidelines for future research
in applying supervised classifiers for field ofruion detection and expose some new
avenues of research .Many improvements can be atdddce intrusion detection

system developed in this thesis.

The study of intrusion detection systems is quée melative to many other areas
of systems research and it stands to reason thattapic offers a number of
opportunities for future exploration. There areaaiety of research directions that can

be further developed using part of this thesis.
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Developing, An Intrusion detection tool (Software)sing method proposed

through this research.

Investigating, applicability of unsupervised datanimg techniques for

intrusion detection.

Developing, a system that operates with a moreafjlstope may be capable
of detecting distributed attacks or those that caffan entire enclave.
Development of such a system would be a valualhribotion to the study

of intrusion detection.

This study was carried out using supervised dataingi techniques.

Supervised Classification algorithms such as J4&um tree, rule based One
R and bayes net algorithms. So further investigatieeds to be done using
other classification algorithms such as Neural Neks and Support Vector

Machine plus using association rule discovery.
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Annexure 1 Questionnaire

A Survey about need and challenges of Network Security Management
in IT industrial units of Pune Region

Dear Participant please note that:

This questionnaire is purely for academic research purpose. The confidentiality of the data
entered by you in this questionnaire will be maintained.

Name

Contact Number

Designation

Department

Company name

Kindly tick (v') only one option which is closer to your opinion.

Experience in years
No. of IT related employees

Company address

Network security issues

Strongly
disagree

Disagree

Neither

agree
nor

Disagree

Agree

Strongly
agree

1 | Intrusion based Security attacks are
viable on any computer connected
through network.

2 | Highly confidential data is stored on the
computers of your organization.

3 | Computer security is an accountability of
everyone in the organization.

4 | Computer network security is very
essential because Compromise with
security affects cost (hardware cost,
software cost, maintenance cost, cost of
data loss, cost of incorrect decision
making).

5 | Having both antivirus and firewall makes
your computer network completely

secure.

6 | Intrusion Detection System (IDS) is must
for effective network security
management.

7 | Anomaly Based IDS are more suitable for
our organization than Signature Based
IDS.

Name of Researcher : Mrs. Neelam S. Chandolikar
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Annexure 1 Questionnaire

Kindly tick (v') only one option which is closer to your opinion.

8. What do you see as the most critical security threat to computer network security?

A. Unauthorized access.
B. Virus/worm attack.

C. Malicious attack
D

. Denial of service.

9. According to you which one is challenge to monitor intrusions using IDS ?

Identifying type of intrusion
False alarm about intrusion.

Alerting Mechanisms.

o0 w >

Updating Signatures/Policies.

10. Which is most important parameter while selecting intrusion detection system for the
security management of your organization?

A. Product popularity

B. Capacity to detect new intrusion
C. Best user interface
D

. Accuracy of intrusion detection.

Respondent signature

Name of Researcher : Mrs. Neelam S. Chandolikar

Page 169



Annexure 2 Result of experiment in Classification tree form

Result of experiments

Classification Tree constructed by M odel

Framework developed in this research work uses decision tree classification technique
for classification of network data. Decision tree generated in this research uses j48
decision tree with appropriate parameter setting. This tree shows features and
associated values of features which decide whether it is attack data or normal. This
tree is constructed using 20 attributes discussed in chapter 5.

To understand generated tree consider following branch of tree.
src_bytes<=8
count <= 2
dst_host _srv_diff_host_rate <= 0.48
protocol _type = tcp
dst_host_diff srv rate<=0.1
dst_host_serror_rate <= 0.89
service = ftp_data

I
I
I
I
I
I
| dst_host_rerror_rate <=0.04
I

|
| |
|11
|11
L1
LT
| 11| ||| dst_host same src port rate <= 0.51: normal
Thisbranch of treeindicates following rule.

Thistreeis presetting rule to identify whether network data has attack or it is
normal. Sampleisasfollows

If (src_bytes<=8) and ( count <=2) and

(dst_host_srv_diff_host_rate <= 0.48) and

( protocol_type = tcp) and (dst_host_diff_srv_rate<=0.1) and
(dst_host_serror_rate <= 0.89) and ( service = ftp_data) and (dst_host_rerror_rate
<=0.04) and

(dst_host_same src_port_rate <= 0.51)

Then network data is normal
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Annexure 2 Result of experiment in Classification tree form

Generated tree is shown below .

Filename: SIDDM.model
Scheme:  weka.classifiers.trees.J48 -C 0.25-M 2
Relation: KDDTrain+with attacktype-
weka.filter s.unsupervised.attribute. Remove-R43-
weka.filter s.supervised.attribute AttributeSelection-
Eweka.attributeSelection.CfsSubsetEval-Sweka.attributeSelection.BestFirst -D 1
-N5
Attributes: 20
=== Classifier model ===
J48 pruned tree
src_bytes<=8
count <=2
dst_host_srv_diff host rate<=0.48
protocol_type=tcp
dst_host_diff_srv_rate<=0.1
dst_host_serror_rate<=0.89
service = ftp_data
dst_host_rerror_rate <=0.04
dst_host_same src port_rate<=0.51: normal (28.0)
dst_host_same src port_rate> 0.51
logged_in<=0
| dst_bytes <= 1050583
| | dst_bytes<=235404: warezmaster (3.0/1.0)
| | dst_bytes> 235404: multihop (2.0)
| dst_bytes> 1050583: warezmaster (15.0)
logged _in>0

|
|
|
|
|
|
|
|
|
|
|
|
| | dst_host_srv_diff_host_rate <= 0.03: buffer_overflow

[T 1111111 | dsthost srv_diff host rate> 0.03: normal (5.0/1.0)
[ 11111 | dsthostreror rate >0.04
[ 1111 | dsthostdiff srv_rate<=0.01: ipsweep (12.0)
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Annexure 2 Result of experiment in Classification tree form

| | dst_host _diff srv_rate>0.01: portsweep (3.0)
service = other: normal (39.0)

service = private

| dst_host_rerror_rate <=0.92: portsweep (70.0/2.0)
| dst_host_rerror_rate >0.92: neptune (3.0)
service = http: normal (2644.0/1.0)

service =remote_job: normal (0.0)

service = name: normal (0.0)

service = netbios_ns: normal (0.0)

service = eco_i: normal (0.0)

service=mtp: normal (0.0)

service = telnet

dst_host_same src _port_rate <= 0.14: normal (36.0)
dst_host_ same src port_rate>0.14

| flag = SF: normal (0.0)

| flag = S0: neptune (2.0)

| flag = REJ: normal (0.0)

| flag = RSTR: normal (0.0)
| flag = SH: normal (0.0)

| flag = RSTO: normal (2.0)
| flag = S1: normal (0.0)

| flag = RSTOS0: normal (0.0)
| flag = S3: normal (0.0)

| flag =S2: normal (0.0)

| flag = OTH: normal (0.0)
service = finger: normal (267.0/1.0)

service = domain_u: normal (0.0)
service = supdup: normal (0.0)
service = uucp_path: normal (0.0)
service=Z39 50: normal (0.0)
service = smtp: normal (90.0/1.0)
service = csnet_ns: normal (0.0)
service = uucp: normal (0.0)

service = netbios_dgm: normal (0.0)
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Annexure 2 Result of experiment in Classification tree form

service=urp_i: normal (0.0)
service = auth: normal (16.0)
service = domain: normal (1.0)
service = ftp: normal (13.0/1.0)
service = bgp: normal (0.0)
service = Idap: normal (0.0)
service = ecr_i: normal (0.0)
service = gopher: satan (1.0)
service = vmnet: normal (0.0)
service = systat: portsweep (3.0)
service = http_443: normal (0.0)
service = efs: normal (0.0)
service = whois. normal (0.0)
service = imap4: imap (2.0)
service=iso_tsap: normal (0.0)
service = echo: portsweep (5.0)
service = klogin: normal (0.0)
service = link: normal (0.0)
service = sunrpc: normal (0.0)
service = login: normal (0.0)
service = kshell: normal (0.0)
service = sgl_net: normal (0.0)
service = time: normal (76.0)
service = hostnames. normal (0.0)
service = exec: normal (0.0)
service=ntp_u: normal (0.0)
service = discard: portsweep (3.0)
service = nntp: satan (1.0)
service = courier: normal (0.0)
service = ctf: normal (0.0)
service = ssh: portsweep (1.0)
service = daytime: portsweep (3.0)
service = shell: normal (0.0)

service = netstat: normal (0.0)
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service = pop_3: normal (0.0)
service = nnsp: normal (0.0)
service=1RC: normal (7.0)
service = pop_2: satan (1.0)
service = printer: normal (0.0)
service=tim_i: normal (0.0)
service = pm_dump: normal (0.0)
service=red_i: normal (0.0)

|
|
|
|
|
|
|
|
| service= netbios ssn: normal (0.0)
| service=rje: normal (0.0)
| service=X11: normal (2.0)
| service=urh_i: normal (0.0)
| service= http_8001: normal (0.0)
| service=aol: normal (0.0)
| service= http_2784: normal (0.0)
| service=tftp_u: normal (0.0)
| service= harvest: normal (0.0)
dst_host_serror_rate> 0.89
dst_host_diff srv rate<=0
land <=0
service = ftp_data: normal (0.0)
service = other: normal (0.0)
service = private: normal (1.0)
service = http
| dst_host_srv_diff_host_rate <= 0.01: neptune (2.0)
| dst_host_srv_diff_host_rate> 0.01: normal (23.0)
service = remote_job: normal (0.0)
service = name: normal (0.0)
service = netbios_ns: normal (0.0)
service=eco_i: normal (0.0)
service = mtp: normal (0.0)
service = telnet: normal (0.0)

service =finger: normal (0.0)

service = domain_u: normal (0.0)
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service = supdup: normal (0.0)
service = uucp_path: normal (0.0)
service =239 50: normal (0.0)
service = smtp: normal (0.0)
service = csnet_ns: normal (0.0)
service = uucp: normal (0.0)
service = netbios_dgm: normal (0.0)
service=urp_i: normal (0.0)
service = auth: normal (0.0)
service = domain: normal (0.0)
service = ftp: normal (0.0)
service = bgp: normal (0.0)
service =Idap: normal (0.0)
service=ecr_i: normal (0.0)
service = gopher: normal (0.0)
service = vmnet: normal (0.0)
service = systat: normal (0.0)
service = http_443: normal (0.0)
service = efs: normal (0.0)
service = whois. normal (0.0)
service = imap4: imap (2.0)
service=iso_tsap: normal (0.0)
service = echo: normal (0.0)
service = klogin: normal (0.0)
service =link: normal (0.0)
service = sunrpc: normal (0.0)
service = login: normal (0.0)
service = kshell: normal (0.0)
service = sgl_net: normal (0.0)
service =time: normal (0.0)
service = hostnames: normal (0.0)
service = exec. normal (0.0)
service=ntp_u: normal (0.0)

service = discard: normal (0.0)
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service = nntp: normal (0.0)
service = courier: normal (0.0)
service = ctf: normal (0.0)
service = ssh: normal (0.0)
service = daytime: normal (0.0)
service = shell: normal (0.0)
service = netstat: normal (0.0)
service = pop_3: normal (0.0)
service = nngp: normal (0.0)
service=1RC: normal (0.0)
service = pop_2: normal (0.0)
service = printer: normal (0.0)
service=tim_i: normal (0.0)
service=pm_dump: normal (0.0)
service=red_i: normal (0.0)
service = netbios_ssn: normal (0.0)
service=rje normal (0.0)
service= X11: normal (0.0)
service=urh_i: normal (0.0)
service = http_8001: normal (0.0)
service = aol: normal (0.0)
service = http_2784: normal (0.0)
service = tftp_u: normal (0.0)
service = harvest: normal (0.0)
land > 0: land (8.0/2.0)
dst_host_diff_srv_rate>0
flag = SF: neptune (0.0)
flag = SO: neptune (135.0)
flag = REJ: neptune (0.0)
flag = RSTR: neptune (0.0)
flag = SH: neptune (0.0)
flag = RSTO: normal (2.0)
flag = S1. neptune (0.0)
flag = RSTOSO: neptune (0.0)
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| | | flag =S3: neptune (0.0)
| | | flag =S2: neptune (0.0)
| | | flag =OTH: neptune (0.0)
dst_host_diff srv rate>0.1
dst_host_serror_rate<=0.44
dst_host_rerror_rate <= 0.07: normal (80.0/10.0)
dst_host _rerror_rate >0.07
dst_host_same src port_rate <= 0.07
| dst_host_diff srv_rate<=0.7
| | dst_host rerror_rate <=0.16: satan (5.0)
| | dst_host_rerror_rate > 0.16: normal (16.0)
| dst_host_diff_srv_rate>0.7: ipsweep (122.0)
dst_host_same src _port_rate> 0.07
logged_in<=0
dst_host_same src port rate<=0.25
dst_ host rerror_rate <=0.27
| dst_host_diff_srv_rate<=0.32: portsweep (178.0/3.0)
| dst_host_diff_srv_rate> 0.32: normal (3.0)
dst_host rerror_rate >0.27
| dst_host_diff_srv_rate <= 0.87: normal (12.0)
| dst_host_diff_srv_rate> 0.87: ipsweep (18.0)

|
|
|
|
|
|
|
|
| dst_host_same src_port_rate > 0.25: portsweep (2188.0/8.0)
| logged_in > 0O: ipsweep (16.0)
dst host_serror_rate>0.44

flag = SF: normal (3.0)

flag = SO: neptune (2.0/1.0)

flag = REJ: portsweep (2.0)

flag = RSTR: nmap (0.0)

flag = SH: nmap (257.0)

flag = RSTO: normal (1.0)

flag = S1: normal (2.0)

flag = RSTOS0: nmap (0.0)

flag = S3: nmap (0.0)

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
| | flag =S2: nmap (0.0)
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| | | flag =0OTH: nmap (0.0)

protocol _type=udp

| dst_host_diff_srv_rate <= 0.01: rootkit (2.0)

| dst_host_diff_srv_rate> 0.01: satan (61.0)

protocol_type=icmp

dst_host_srv_diff_host_rate<=0.12

dst_host rerror_rate <=0
dst_host_diff_srv_rate<=0.21: ipsweep (50.0/19.0)
dst_host_diff_srv_rate> 0.21: nmap (6.0)

|
|
|
|
| dst_host_rerror_rate > 0: portsweep (2.0)

I
| |
| |
I
| dst_host_srv_diff_host_rate > 0.12: nmap (956.0)
dst_host_srv_diff host rate> 0.48
dst_host_srv_serror_rate <= 0.03
dst_bytes<=12
dst_ host rerror_rate <=0.99: ipsweep (2815.0/8.0)
dst_host rerror_rate >0.99
| dst_host_diff_srv_rate<=0.5: normal (8.0)
| dst_host_diff_srv_rate> 0.5: ipsweep (12.0)
dst_bytes> 12
| dst_host_rerror_rate <=0.35: normal (25.0/1.0)
| dst_host rerror_rate >0.35: ipsweep (20.0)

dst_host_srv_serror_rate> 0.03
| land <= 0: normal (14.0/1.0)
| land > 0: land (13.0/5.0)

count > 2

src_bytes<=0
dst_host_diff srv rate<=0
dst_host_srv_serror_rate<=0.33
| service=ftp_data
| | same srv_rate <=0.87: loadmodule (2.0)
| | same srv_rate > 0.87: buffer_overflow (5.0/1.0)
| service=other: normal (0.0)
| service=private: neptune (9.0)

| service= http: normal (286.0)
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service = remote_job: normal (0.0)

service = name: normal (0.0)

service = netbios_ns: normal (0.0)

service = eco_i: normal (0.0)
service=mtp: normal (0.0)
service = telnet: normal (0.0)

service = finger: land (1.0)

service = domain_u: normal (0.0)

service = supdup: normal (0.0)

service = uucp_path: normal (0.0)

service =239 50: normal (0.0)
service = smtp: normal (0.0)
service = csnet_ns: normal (0.0)

service = uucp: normal (0.0)

service = netbios_dgm: normal (0.0)

service=urp_i: normal (0.0)
service = auth: normal (0.0)
service = domain: normal (0.0)
service = ftp: normal (0.0)
service = bgp: normal (0.0)
service = |[dap: normal (0.0)
service=ecr_i: normal (0.0)
service = gopher: normal (0.0)
service = vmnet: normal (0.0)
service = systat: normal (0.0)
service = http_443: normal (0.0)
service = efs: normal (0.0)
service = whois: normal (0.0)
service = imap4: normal (0.0)
service =iso_tsap: normal (0.0)
service = echo: normal (0.0)
service = klogin: normal (0.0)
service = link: normal (0.0)

service = sunrpc: normal (0.0)

179



Annexure 2 Result of experiment in Classification tree form

service = login: normal (0.0)
service = kshell: normal (0.0)
service = sgl_net: normal (0.0)
service = time: normal (0.0)
service = hostnames: normal (0.0)
service = exec: normal (0.0)
service = ntp_u: normal (0.0)
service = discard: normal (0.0)
service = nntp: normal (0.0)
service = courier: normal (0.0)
service = ctf: normal (0.0)
service = ssh: normal (0.0)
service = daytime: normal (0.0)
service = shell: normal (0.0)
service = netstat: normal (0.0)
service = pop_3: normal (0.0)
service = nnsp: normal (0.0)
service=1RC: normal (0.0)
service = pop_2: normal (0.0)
service = printer: normal (0.0)
service=tim_i: normal (0.0)
service = pm_dump: normal (0.0)
service=red_i: normal (0.0)
service = netbios_ssn: normal (0.0)
service=rje: normal (0.0)
service= X11: normal (0.0)
service=urh_i: normal (0.0)
service = http_8001: normal (0.0)
service = aol: normal (0.0)
service = http_2784: normal (0.0)
service = tftp_u: normal (0.0)
service = harvest: normal (0.0)

dst_host_srv_serror_rate> 0.33

flag = SF: imap (4.0)
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| flag = S0O: neptune (52.0)
| flag = REJ: neptune (0.0)
| flag = RSTR: neptune (0.0)
| flag = SH: neptune (0.0)
| flag = RSTO: neptune (0.0)
| flag = S1: neptune (0.0)
| flag = RSTOSO: neptune (0.0)
| flag = S3: neptune (0.0)
| flag = S2: neptune (0.0)
| flag = OTH: neptune (0.0)
dst_host_diff srv rate>0
dst_host_same src port_rate<=0.03
diff_srv_rate<=0.48
diff_srv_rate<=0.02
| serror_rate<=0.5
| | dst_host_diff_srv_rate <= 0.04: normal (16.0)
| | dst_host_diff srv_rate> 0.04: neptune (7.0)
| serror_rate> 0.5: neptune (267.0)
diff_srv_rate>0.02
count <=5
serror_rate <= 0.5: normal (3.0)
serror_rate > 0.5: neptune (29.0)
count > 5: neptune (40282.0/1.0)
diff_srv_rate> 0.48

dst_host_serror_rate<=0.5

dst_host_diff_srv_rate<=0.04
service = ftp_data: normal (1.0)
service = other: normal (0.0)
service = private: portsweep (7.0)
service = http: normal (0.0)
service = remote_job: normal (0.0)
service = name: normal (0.0)

service = netbios ns: normal (0.0)

service=eco_i: normal (0.0)
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service = mtp: normal (0.0)
service = telnet: normal (2.0)
service = finger: normal (0.0)
service = domain_u: normal (0.0)
service = supdup: normal (0.0)
service = uucp_path: normal (0.0)
service=Z39 50: normal (0.0)
service = smtp: normal (1.0)
service = csnet_ns: normal (0.0)
service = uucp: satan (1.0)
service = netbios_dgm: normal (0.0)
service=urp_i: normal (0.0)
service = auth: normal (0.0)
service = domain: normal (0.0)
service = ftp: normal (0.0)
service = bgp: normal (0.0)
service =Idap: normal (0.0)
service=ecr_i: normal (0.0)
service = gopher: normal (0.0)
service = vmnet: normal (0.0)
service = systat: normal (0.0)
service = http_443: normal (0.0)
service = efs: normal (0.0)
service = whois. normal (0.0)
service = imap4: normal (0.0)
service=iso_tsap: normal (0.0)
service = echo: normal (0.0)
service = klogin: normal (0.0)
service =link: normal (0.0)
service = sunrpc: normal (0.0)
service = login: normal (0.0)
service = kshell: normal (0.0)
service = sgl_net: normal (0.0)

service =time: normal (0.0)
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service = hostnames: normal (0.0)
service = exec: normal (0.0)
service = ntp_u: normal (0.0)
service = discard: normal (0.0)
service = nntp: normal (0.0)
service = courier: normal (0.0)
service = ctf: normal (0.0)
service = ssh: normal (0.0)
service = daytime: normal (0.0)
service = shell: normal (0.0)
service = netstat: portsweep (2.0)
service = pop_3: normal (0.0)
service = nngp: normal (0.0)
service=1RC: normal (0.0)
service = pop_2: normal (0.0)
service = printer: normal (0.0)
service=tim_i: normal (0.0)
service=pm_dump: normal (0.0)
service=red_i: normal (0.0)
service = netbios_ssn: normal (0.0)
service=rje: normal (0.0)
service= X11: normal (6.0/1.0)
service=urh_i: normal (0.0)
service = http_8001: normal (0.0)
service = aol: normal (0.0)
service = http_2784: normal (0.0)
service = tftp_u: normal (0.0)
service = harvest: normal (0.0)
dst_host_diff_srv_rate> 0.04: satan (2052.0)
| dst_host_serror_rate> 0.5: neptune (214.0/3.0)

dst_host_same src port_rate> 0.03
| diff_srv_rate<=0.33: neptune (216.0/4.0)
| diff_srv_rate> 0.33: portsweep (461.0/9.0)

src_bytes>0
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| | | src_bytes<=6: satan (1439.0/11.0)
| | | src_bytes>6
| | | | protocol_type=tcp: normal (6.0/1.0)
| | | | protocol_type=udp: normal (0.0)
| | | | protocol_type=icmp: ipsweep (5.0/1.0)
src_bytes> 8
wrong_fragment <=0
src_bytes<= 16787
dst_host_srv_diff_host_rate<=0.1
dst_bytes<=0
service = ftp_data
src_bytes <= 353
src_bytes <= 326: normal (1416.0/10.0)
src_bytes > 326: war ezclient (101.0/1.0)
src_bytes > 353: normal (2898.0/20.0)
service = other: normal (687.0/3.0)

service = private
src_bytes <= 156
src_bytes <= 102: nmap (40.0/1.0)
src_bytes> 102: normal (119.0)
src_bytes> 156: nmap (211.0/5.0)

service = http: normal (59.0)

service = remote_job: normal (0.0)
service = name: normal (0.0)
service = netbios_ns: normal (0.0)
service=eco |

| src_bytes<=25

| | src_bytes<=19: ipsweep (6.0)
| | src_bytes>19: satan (20.0)

| src_bytes>25: normal (347.0)
service = mtp: normal (0.0)
service = telnet: normal (0.0)

service = finger: normal (0.0)

service = domain_u: normal (479.0)
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service = supdup: normal (0.0)
service = uucp_path: normal (0.0)
service =239 50: normal (0.0)
service = smtp: normal (6.0)
service = csnet_ns: normal (0.0)
service = uucp: normal (0.0)
service = netbios_dgm: normal (0.0)
service=urp_i
| src_bytes<=50: satan (3.0)
| src_bytes>50: normal (589.0)
service = auth: normal (0.0)
service = domain: normal (0.0)
service = ftp: normal (0.0)
service = bgp: normal (0.0)
service = |ldap: normal (0.0)
service = ecr_i
src_bytes <= 292
src_bytes<=25
src_bytes <= 19: ipsweep (16.0)
src_bytes> 19: satan (10.0/1.0)
src_bytes> 25: normal (178.0)
src_bytes > 292: smurf (2646.0)
service = gopher: normal (0.0)

service = vmnet: normal (0.0)
service = systat: normal (0.0)
service = http_443: normal (0.0)
service = efs: normal (0.0)
service = whois: normal (0.0)
service = imap4: normal (0.0)
service=iso_tsap: normal (0.0)
service = echo: normal (0.0)
service = klogin: normal (0.0)
service = link: normal (0.0)

service = sunrpc: normal (0.0)
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service = login: normal (0.0)
service = kshell: normal (0.0)
service = sgl_net: normal (0.0)
service = time: normal (0.0)
service = hostnames: normal (0.0)
service = exec: normal (0.0)
service = ntp_u: normal (0.0)
service = discard: normal (0.0)
service = nntp: normal (0.0)
service = courier: normal (0.0)
service = ctf: normal (0.0)
service = ssh: normal (0.0)
service = daytime: normal (0.0)
service = shell: normal (0.0)
service = netstat: normal (0.0)
service = pop_3: normal (0.0)
service = nnsp: normal (0.0)
service=1RC: normal (0.0)
service = pop_2: normal (0.0)
service = printer: normal (0.0)
service=tim_i

| dst_host_diff srv_rate<=0.01: pod (4.0/1.0)
| dst_host_diff_srv_rate> 0.01: normal (4.0)
service = pm_dump: normal (0.0)
service=red_i: normal (8.0)
service = netbios_ssn: normal (0.0)
service =rje: normal (0.0)
service = X11: normal (0.0)
service=urh_i: normal (10.0)
service = http_8001: normal (0.0)
service = aol: normal (0.0)
service = http_2784: normal (0.0)
service = tftp_u: normal (0.0)

service = harvest: normal (0.0)
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dst_bytes>0
hot <=0

| diff_srv_rate <= 0.69: normal (53255.0/41.0)
| diff_srv_rate>0.69

hot >0
hot <= 25
src_bytes<= 1551

count <=4: normal (449.0/7.0)

count > 4: satan (9.0)

src_bytes<=130

dst_host_diff_srv_rate<=0.01
service = ftp_data: guess passwd (0.0)
service = other: guess passwd (0.0)
service = private: guess passwd (0.0)
service = http: phf (4.0)
service = remote job: guess passwd (0.0)
service = name: guess_passwd (0.0)
service = netbios ns: guess passwd (0.0)
service = eco_i: guess passwd (0.0)
service = mtp: guess passwd (0.0)
service = telnet: guess passwd (52.0)
service = finger: guess passwd (0.0)
service = domain_u: guess passwd (0.0)
service = supdup: guess passwd (0.0)
service = uucp_path: guess passwd (0.0)
service=Z39 50: guess passwd (0.0)
service = smtp: guess _passwd (0.0)
service = csnet_ns. guess _passwd (0.0)
service = uucp: guess passwd (0.0)
service = netbios_dgm: guess_passwd (0.0)
service=urp_i: guess passwd (0.0)
service = auth: guess passwd (0.0)
service = domain: guess passwd (0.0)

service = ftp
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| dst_bytes<=437: multihop (2.0)

| dst_bytes>437: ftp_write (2.0)
service = bgp: guess passwd (0.0)
service = |dap: guess passwd (0.0)
service=ecr_i: guess passwd (0.0)
service = gopher: guess passwd (0.0)
service = vmnet: guess passwd (0.0)
service = systat: guess passwd (0.0)
service = http_443: guess passwd (0.0)
service = efs. guess passwd (0.0)
service = whois: guess passwd (0.0)
service = imap4: guess passwd (0.0)
service=iso_tsap: guess passwd (0.0)
service = echo: guess passwd (0.0)
service = klogin: guess passwd (0.0)
service = link: guess passwd (0.0)
service = sunrpc: guess passwd (0.0)
service =login: guess passwd (0.0)
service = kshell: guess passwd (0.0)
service = sgl_net: guess passwd (0.0)
service =time: guess passwd (0.0)
service = hostnames: guess passwd (0.0)
service = exec: guess passwd (0.0)
service = ntp_u: guess passwd (0.0)
service = discard: guess passwd (0.0)
service = nntp: guess passwd (0.0)
service = courier: guess passwd (0.0)
service = ctf: guess passwd (0.0)
service = ssh: guess passwd (0.0)
service = daytime: guess passwd (0.0)
service = shell: guess passwd (0.0)
service = netstat: guess passwd (0.0)
service = pop_3: guess passwd (0.0)

service = nnsp: guess_passwd (0.0)
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service=1RC: guess passwd (0.0)
service = pop_2: guess passwd (0.0)
service = printer: guess_passwd (0.0)
service =tim_i: guess passwd (0.0)
service=pm_dump: guess passwd (0.0)
service=red_i: guess passwd (0.0)
service = netbios_ssn: guess passwd (0.0)
service=rje: guess passwd (0.0)
service= X11: guess _passwd (0.0)
service=urh_i: guess passwd (0.0)
service = http_8001: guess passwd (0.0)
service = aol: guess passwd (0.0)
service = http_2784: guess passwd (0.0)
service = tftp_u: guess passwd (0.0)
service = harvest: guess passwd (0.0)

dst_host_diff_srv_rate> 0.01

logged_in<=0
hot <= 1. satan (4.0)
hot > 1: normal (2.0)

logged_in > 0: normal (8.0/1.0)

src_bytes> 130

dst_host_serror_rate <= 0.1: normal (867.0/14.0)
dst_host_serror_rate>0.1
hot <= 2: normal (18.0)
hot > 2
service = ftp_data: warezclient (0.0)
service = other: warezclient (0.0)
service = private: warezclient (0.0)

service = http: warezclient (0.0)

I
I
I
I
| service=remote job: warezclient (0.0)
| service=name: warezclient (0.0)

| service = netbios_ns: warezclient (0.0)
| service=eco_i: warezclient (0.0)

I

service = mtp: warezclient (0.0)
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service =telnet: normal (2.0)
service = finger: warezclient (0.0)
service = domain_u: warezclient (0.0)
service = supdup: warezclient (0.0)
service = uucp_path: warezclient (0.0)
service=Z39 50: warezclient (0.0)
service = smtp: warezclient (0.0)
service = csnet_ns: warezclient (0.0)
service = uucp: warezclient (0.0)
service = netbios_dgm: warezclient (0.0)
service = urp_i: warezclient (0.0)
service = auth: warezclient (0.0)
service = domain: war ezclient (0.0)
service = ftp: warezclient (27.0)
service = bgp: warezclient (0.0)
service = |dap: warezclient (0.0)
service = ecr_i: warezclient (0.0)
service = gopher: warezclient (0.0)
service = vmnet: warezclient (0.0)
service = systat: warezclient (0.0)
service = http_443: warezclient (0.0)
service = efs. warezclient (0.0)
service = whois. warezclient (0.0)
service = imap4: warezclient (0.0)
service = iso_tsap: warezclient (0.0)
service = echo: warezclient (0.0)
service = klogin: warezclient (0.0)
service = link: warezclient (0.0)
service = sunrpc: warezclient (0.0)
service = login: war ezclient (0.0)
service = kshell: warezclient (0.0)
service = sgl_net: warezclient (0.0)
service = time: warezclient (0.0)

service = hostnames: war ezclient (0.0)
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service = exec: warezclient (0.0)
service = ntp_u: warezclient (0.0)
service = discard: war ezclient (0.0)
service = nntp: warezclient (0.0)
service = courier: warezclient (0.0)
service = ctf: warezclient (0.0)
service = ssh: warezclient (0.0)
service = daytime: war ezclient (0.0)
service = shell: warezclient (0.0)
service = netstat: warezclient (0.0)
service = pop_3: warezclient (0.0)
service = nngp: war ezclient (0.0)
service=IRC: warezclient (0.0)
service = pop_2: warezclient (0.0)
service = printer: warezclient (0.0)
service =tim_i: warezclient (0.0)
service = pm_dump: war ezclient (0.0)
service=red_i: warezclient (0.0)
service = netbios_ssn: warezclient (0.0)
service =rje: warezclient (0.0)
service = X11: warezclient (0.0)
service=urh_i: warezclient (0.0)
service = http_8001: warezclient (0.0)
service = aol: warezclient (0.0)
service = http_2784: warezclient (0.0)
service = tftp_u: warezclient (0.0)

service = harvest: warezclient (0.0)

src_bytes> 1551
dst_host_diff_srv_rate<=0

service = ftp_data: buffer_overflow (0.0)

service = other: buffer_overflow (0.0)

service = private: buffer_overflow (0.0)
service = http: back (4.0)

service =remote_job: buffer_overflow (0.0)
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service = name: buffer_overflow (0.0)
service = netbios ns: buffer_overflow (0.0)
service = eco_i: buffer_overflow (0.0)
service = mtp: buffer_overflow (0.0)
service =telnet: buffer_overflow (15.0)
service = finger: buffer_overflow (0.0)
service = domain_u: buffer_overflow (0.0)
service = supdup: buffer_overflow (0.0)
service = uucp_path: buffer_overflow (0.0)
service=2Z39 50: buffer_overflow (0.0)
service = smtp: buffer_overflow (0.0)
service = csnet_ns. buffer_overflow (0.0)
service = uucp: buffer_overflow (0.0)
service = netbios_dgm: buffer_overflow (0.0)
service=urp_i: buffer_overflow (0.0)
service = auth: buffer_overflow (0.0)
service = domain: buffer_overflow (0.0)
service = ftp: buffer_overflow (0.0)
service = bgp: buffer_overflow (0.0)
service = |dap: buffer _overflow (0.0)
service=ecr_i: buffer_overflow (0.0)
service = gopher: buffer_overflow (0.0)
service = vmnet: buffer_overflow (0.0)
service = systat: buffer_overflow (0.0)
service = http_443: buffer_overflow (0.0)
service = efs. buffer_overflow (0.0)
service = whois: buffer_overflow (0.0)
service = imap4: buffer_overflow (0.0)
service=iso_tsap: buffer_overflow (0.0)
service = echo: buffer_overflow (0.0)
service = klogin: buffer_overflow (0.0)
service = link: buffer_overflow (0.0)
service = sunrpc: buffer_overflow (0.0)

service =login: buffer_overflow (0.0)
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service = kshell: buffer_overflow (0.0)
service = sgl_net: buffer_overflow (0.0)
service = time: buffer _overflow (0.0)
service = hostnames:. buffer_overflow (0.0)
service = exec: buffer_overflow (0.0)
service = ntp_u: buffer_overflow (0.0)
service = discard: buffer_overflow (0.0)
service = nntp: buffer_overflow (0.0)
service = courier: buffer_overflow (0.0)
service = ctf: buffer_overflow (0.0)
service = ssh: buffer_overflow (0.0)
service = daytime: buffer_overflow (0.0)
service = shdll: buffer_overflow (0.0)
service = netstat: buffer_overflow (0.0)
service = pop_3: buffer_overflow (0.0)
service = nnsp: buffer_overflow (0.0)
service=IRC: buffer_overflow (0.0)
service = pop_2: buffer_overflow (0.0)
service = printer: buffer_overflow (0.0)
service=tim_i: buffer_overflow (0.0)
service=pm_dump: buffer_overflow (0.0)
service=red_i: buffer_overflow (0.0)
service = netbios_ssn: buffer _overflow (0.0)
service=rje: buffer_overflow (0.0)
service = X11: buffer_overflow (0.0)
service=urh_i: buffer_overflow (0.0)
service = http_8001: buffer_overflow (0.0)
service = aol: buffer_overflow (0.0)
service = http_2784: buffer_overflow (0.0)
service = tftp_u: buffer_overflow (0.0)

service = harvest: buffer_overflow (0.0)

dst_host_diff_srv_rate> 0: normal (16.0)

hot > 25

dst_bytes <= 3299: warezclient (273.0)
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| | | | dst_bytes>3299: normal (262.0)

dst_host_srv_diff_host_rate>0.1
protocol_type=tcp

dst_host same src port_rate <= 0.59: normal (1021.0/8.0)

dst_host_same src_port_rate> 0.59
dst_bytes<=6

logged_in <= 0: normal (4.0/1.0)

logged_in >0

dst_host_same src port_rate<=0.82
src_bytes <= 326: normal (5.0)
src_bytes> 326
| src_bytes<=593: warezclient (7.0)

| src_bytes>593: normal (2.0)

| dst_host_ same src port_rate> 0.82: warezclient (386.0/1.0)
dst_bytes>6
hot <= 1: normal (110.0/1.0)
hot > 1

hot <= 2: normal (2.0/1.0)

I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
| hot > 2: buffer_overflow (2.0)

|
|
|
|
|
|
|
|
|
|
|
|
|
| I
| I
| | |
| | |
| protocol_type = udp: normal (34.0)
| protocol_type=icmp

| | src_bytes<=24: ipsweep (530.0)

| | src_bytes>24: normal (171.0)
src_bytes> 16787

hot <=0
dst_host_diff srv_rate<=0

dst_host_same src port_rate <= 0.03: back (7.0)

dst_host_same src port_rate> 0.03

| src_bytes<=2293136: normal (16.0/1.0)

| src_bytes> 2293136: warezclient (9.0/1.0)
dst_host_diff_srv rate>0
| src_bytes <= 14584085: normal (640.0)
| src_bytes> 14584085
| | logged_in <=0: portsweep (7.0)
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| | | logged_ in>0: normal (5.0)

hot >0
dst_bytes <= 730: war ezclient (53.0/1.0)
dst_bytes> 730: back (945.0/2.0)

wrong_fragment >0

| protocol_type=tcp: teardrop (0.0)
| protocol_type = udp: teardrop (892.0)

| protocol_type=icmp: pod (198.0)

Number of L eaves : 698
Sizeof thetree: 811

Summary of appendix A:

SIDDM model developed in this research, uses above tree for classification purpose.
Decision tree generated in this research uses j48 decision tree with appropriate
parameter setting. This tree shows features and associated values of features which

decide whether it is attack data or normal. This annexure shows result of experiments.
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Publications By Researcher
based on thisThesis

International Journal Paper

* ‘“Investigation of feature selection and ensemblghos for performance
improvement of intrusion attack classification” International journal of
computer science and Engineering (IJCSE), U.S.BNI2278-9960 . (JUL
2013)

» “Efficient algorithm for intrusion attack clagsation by analyzing KDD
cup 99”7, ISSN 978-1-4673-1989-8/1PEE Xplore™ .(SEP 2012)

e “Comparative analysis of two algorithm for intrasi attack classification
using KDD cup dataset” In International journal @dmputer science and
Engineering , Roseville, U.S.A ,ISSN 2278-9979.(ARE 2)

» “Selection of Relevant Feature for Intrusion Attacklassification by
Analyzing KDD Cup99” ,in Moradabad Institute of Tewlogy International
Journal of Computer Science & Information TechngléMITIJCSIT) ISSN
2230 7621, elSSN 2230 763X(AUG 2012) .

International Conference Paper

« “Data mining solution for analysis of intrusion kdssecurity attack” in The
7th International Conference on IT Applications ardanagement:
Technological Innovation and the Future of Cultanel Tourism organized by
Institute of Management, JK Lakshmipat Universityaipur In association
with The Korea Database Society, Hanyang Universtgoul ,Korea (Dec
2011) .
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